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Abstract. The interaction of the solar wind with the local interstellar medium (LISM) is attracting
renewed interest, thanks to the possibility that the Voyager spacecraft may, in the not too distant
future, cross the heliospheric termination shock. This has spurred the development of increasingly so-
phisticated models which attempt to describe various aspects of the physics underlying the interaction
of the solar wind and the LISM. A comprehensive review of the subject is presented here.
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1. Introduction

In the last decade, great progress has been made in our understanding of the phys-
ical processes thought to describe the outer heliosphere. Fundamental to these
advances has been the recognition that the interstellar medium is coupled inti-
mately to the heliosphere through a variety of mechanisms and that much of outer
heliospheric physics cannot be understood independently of the local interstellar
medium (LISM). This point has been made before of course but with the possi-
bility that the aging spacecraft Voyager 1, 2 and Pioneer 10, 11 might encounter
the heliospheric boundaries in the not too distant future, interest in the far outer
reaches of our solar system and the LISM has been rekindled. A convenient, if
slightly vague, definition of the outer heliosphere, and one that we adopt here, is
that it is that region of the solar wind influenced dynamically by physical processes
associated with the LISM. Thus, for example, neutral interstellar hydrogen is the
dominant (by mass) constituent of the solar wind beyond an ionization cavity of
∼ 6–10 astronomical units (AU) in the upstream direction (the direction anti-
parallel to the incident interstellar wind). The neutral hydrogen is coupled weakly
to the solar wind plasma via resonant charge exchange – a coupling which leads to
the production of pickup ions that come to dominate the internal energy of the solar
wind. The solar wind changes then from a small plasmaβSW (the ratio of plasma
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Figure 1.1.Flow chart describing the relation of the various plasma processes which couple the solar
wind and the local interstellar medium.

pressure to magnetic field pressure) environment to one in whichβSW > 3. As a
by-product of the creation of pickup ions, low-frequency turbulence is expected, so
replenishing the dissipated magnetic fluctuations generated near the sun and by the
interaction of streams. This has important implications for both solar wind heating
and charged particle transport.

As has been illustrated above in the broadest sense, the LISM influences the
outer heliosphere and this theme is pursued here in some detail and in as self-
contained a fashion as possible. Several excellent and informative reviews have
appeared over the years, only some of which we mention. A seminal review, still
essential reading today and well worth the search through yellowing stacks in
the local library, is that of Axford (1972). Many of the basic ideas and research
directions for the solar wind – LISM interaction were laid out there. Subsequent
reviews by Holzer (1979,1989), Suess (1990) and Baranov (1990) are also well
worth perusal and the bookPhysics of the Outer Heliosphere, (1990) edited by S.
Grzedzielski and D. E. Page provides an interesting collection of articles.

The purview of this review is illustrated in the ‘organizational’ chart of Fig-
ure 1.1. Although obviously somewhat simplistic, it serves to illustrate the complex
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relationship between the four basic elements – the solar wind plasma, the LISM
plasma, the LISM neutrals and the galactic cosmic-rays. The solar wind termi-
nates at a shock whose location is determined by the balance of dynamical solar
wind pressure and the external LISM pressure (Davis, 1955; Parker, 1963; Axford,
1972). Galactic cosmic-rays, which can diffuse deep into the heliosphere, are of
lesser dynamical importance. Interstellar neutral hydrogen (H) is coupled to both
the LISM and solar wind plasmas through resonant charge exchange, so providing
an effective volumetric force and hence effecting the dynamical nature of the solar
wind – LISM interaction profoundly. The two basic ways in which neutrals can
modify the heliospheric and LISM plasmas are: (i) Interstellar neutrals decelerate
the solar wind indirectly; (ii) Secondary very hot neutrals produced in the shocked
solar wind (downstream of the termination shock) can, through secondary charge
exchange, heat the LISM, as can fast neutrals produced through charge exchange
with the supersonic solar wind. Newly created ions in the solar wind - the pick-
up ions – are very energetic (∼ 1 keV) compared to typical solar wind protons
and soon come to dominate the internal energy of the solar wind in the outer
heliosphere. The pick-up process itself is expected to generate significant levels
of low frequency MHD turbulence which will isotropize the pick-up ion beam,
dissipate and heat the solar wind and scatter cosmic-rays. Some small fraction of
the pickup ions will be further energized and, probably at the termination shock,
be accelerated up to MeV energies to form the anomalous cosmic-ray (ACR) com-
ponent. The energy density of both anomalous and galactic cosmic-rays in the
vicinity of the termination shock is expected to modify the structure and properties
of the shock itself. Present day models hope to capture the fully non-linear coupled
physics portrayed in Figure 1.1 within a few years. Progress has been made in
capturing several of the closed loops, the most comprehensive of which is that
including neutral H and solar and LISM plasma.

Although considerable progress has been made in the development and explo-
ration of theoretical models and copious quantities of data have been returned by
the outer heliospheric spacecraft (Voyager 1, 2; Pioneer 10, 11;Ulysses), many key
parameters remain poorly constrained and much of the data is poorly understood.
Thus, much remains to be learnt before we can claim that a good understanding
exists of the physics of the outer heliosphere.

The review is structured as follows. Section 2 describes the basic interaction
of interstellar hydrogen with the solar wind, introduces the cold and hot neutral
hydrogen models and the basic equations describing the entrance of neutral hy-
drogen into the heliosphere. The production of pickup ions by resonant charge
exchange of solar wind ions with interstellar neutral atoms or photoionization of
neutrals leads to the generation of unstable waves and turbulence which, together
with turbulent fluctuations already present in the solar wind, scatters pickup ions
from their initial beam-like distribution and possibly heats the solar wind. These
and related issues are discussed in Section 3. Section 4 describes the mediation
of the 1D supersonic solar wind by pickup ions while Sections 5 and 6 consider
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multi-dimensional models of the solar wind interaction with the LISM. Section 5
describes models which neglect the backreaction of either neutral hydrogen or
plasma on the other component, as well as models which describe the coupling
of neutral hydrogen and plasma self-consistently. Section 6 introduces magnetic
fields into the global models. The acceleration and transport of pickup ions and
anomalous cosmic-rays is addressed in Section 7 while Section 8 discusses the
structure of the termination shock. Section 9 is concerned with the propagation of
shocks in the outer heliosphere and the interaction of interplanetary disturbances
with the heliospheric boundaries. Some final remarks in Section 10 bring the review
to a conclusion.

2. Basic Interaction of Interstellar H with the Solar Wind

Interstellar neutral gas flows into the heliosphere relatively unimpeded and can
penetrate to within several AU of the sun. Neutral atoms scatter solar radiation
resonantly so that the distribution of H and Helium (He) in the heliosphere can
be studied by observing sky background radiation in HI λ1216 and HeI λ584.
The distribution of interstellar H only is addressed here in any detail since He
and the other elements have a negligible dynamical influence on the solar wind-
LISM interaction. Nonetheless, since He in particular provides important and direct
information about the conditions in the LISM, we discuss briefly relevent recent
observations in Section 5.1.

2.1. H-PLASMA INTERACTION

The heliospheric-LISM plasma environment is composed of three thermodynami-
cally distinct regions: (i) the supersonic solar wind, expanding more-or-less radially
from the sun at speeds of∼ 400 - 800 km s−1, with a density that decays as∼ r−2

(r denoting radial heliocentric distance from the sun), and a relatively low temper-
ature (∼ 104 K) which appears to decay adiabatically with an effective adiabatic
index ofγ ' 1.1; (ii) the shock heated subsonic solar wind, which possesses much
higher temperatures (∼ 106 K), densities (∼ 10−3cm−3) and lower flow speeds
(∼ 100 km s−1), and finally (iii) the LISM, where the plasma flow speed is low
(∼ 26 km s−1) and the temperature is several×103 K. Here and henceforth, region
1 is taken to be the region beyond the heliopause, i.e., the LISM, and H atoms
whose origin lies in region 1 shall be referred to as component 1 neutrals. Region 2
is that region occupied by the shocked solar wind plasma and component 2 neutrals
are those created in region 2. Finally, region 3 refers to the supersonic solar wind
and the component 3 neutrals are those born there (i.e., the ‘splash’ component).
See Figure 2.1 for an illustration of the different regions. Quite clearly, the three
neutral populations, components 1, 2 and 3, possess distinct characteritics and the
complete local neutral H distribution will be highly anisotropic.
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Figure 2.1.Schematic of the solar wind – LISM boundary regions which act as neutral H sources
whose characteristics are clearly distinct.

TABLE I

Possible neutral hydrogen interactions in the outer heliosphere/LISM

Interaction Cross-sectionσ (cm2) Energy range Reference

Charge-exchange [7.6× 10−8 − 1.06× 10−8 logEeV]2 10< EeV < 5000 1

(H + H+ −→ H++ H) [6.5× 10−8 − 8× 10−9 logEeV]2 2

Photoionization 6.4× 10−18 EphotoneV > 13.6 3

(H +hν −→ H++ e )

H–H+ collisions 2σCE 4

H–H collisions 3.2× 10−15E−0.11
eV 0.1< EeV < 100 (4), 5

E–H collisions 1.7× 10−15E−0.276
eV 1< EeV < 10 6

2.9× 10−15E−1.01
eV EeV > 10 5

Electron impact 2.16× 10−16 lnE13.6/E13.6 {1− E13.6 > 1 7

ionization 0.6 exp
[−0.56(E13.6− 1)

]}
Recombination

2× 10−22

E13.6(E13.6+ 1)
8

H–H+ Coulomb collisions 1.6× 10−12/E2
eV 8

EeV ≡ interaction energy in eV.
E13.6 ≡ energy measured in units of 13.6 eV.
(1) Fite et al. (1962), (2) Maher and Tinsley (1977), (3) Allen (1973), (4) Dalgarno (1960), (5)
Williams et al. (1997), (6) Gilardini (1972), (7) Lotz (1967), (8) Spitzer (1978)
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As illustrated in Table I several interactions between H atoms, protons and
electrons are possible and some important points can be made. (1) Photoioniza-
tion is important within several Astronomical Units (AU) but is otherwise not
(assuming that the LISM is in ionization equilibrium with the local stellar UV
radiation field, as suggested by Frisch (1995)). (2) Two charge-exchange cross-
sections are used in the literature, but that published by Fite et al. (1962) is a
fit to observations. Nonetheless, at 1 eV, a 40% discrepancy exists between the
cross-sections and, as we discuss in Section 5.5, this can effect the heliospheric
H number density by a similar amount. (3) The charge-exchange cross-sections
of Table I assume that no momentum transfer occurs during the interaction but,
of course, non-charge-exchange H+-H interactions can occur. The H+-H cross-
section computed by Dalgarno (1960) is the total momentum transfer cross-section
and includes charge-exchange. Thus, an exclusively charge-exchange treatment of
the H-H+ interaction may underestimate the efficiency of the coupling. (4) H-
H collisions have a cross-section comparable to that of charge-exchange. Such
collisions may be important in the heliotail and the region upstream of the he-
liopause where hot component 2 and cooler component 1 neutrals can equilibrate.
(5) Electron-H collisions, electron impact ionization, and recombination are un-
likely to be dynamically important on 1000 AU scales. However, because electron
impact ionization is sensitive to the electron distribution, it may occur in the solar
wind (Isenberg, 1995). (6) Since region 1 H+-H+ and e–e mean free paths are
∼ 0.15 AU, the LISM is Coulomb collisional and the electrons equilibrate to the
proton temperature.

2.2. THE HELIOSPHERIC NEUTRALH DISTRIBUTION

The distribution of LISM neutral hydrogen drifting through the heliosphere may
be calculated directly from the Boltzmann equation,

∂f

∂t
+ v · ∇f +

(
F
m
· ∇v

)
f = P − L , (1)

wheref (x , v , t) is a particle distribution function expressed in terms of position
x, velocity v and timet . F is the force acting on a particle of massm, typically
gravity and radiation pressure. The termsP andL describe the production and loss
of particles at(x, v , t), and both terms are functions of the assumed plasma and
neutral distributions. In all cases of interest here, the loss term may be expressed as

L = f (x , v , t)β(x , v , t) , (2)

whereβ is the total loss rate in s−1. On defining the decay rate3(t, t ′) as the loss
of particles at a given location(x , v) between timest ′ andt , one has

3
(
x , v , t ′ , t

) ≡ t∫
t
′

β
(
x , v , t

′′)
dt
′′
. (3)
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The formal solution to (1) for the initial dataf0(x0, v0 , t0) is then simply

f (x , v , t) = f0(x0 , v0 , t0)e
−3(t0,t) +

t∫
t0

P
(
x
′
, v
′
, t
′)
e−3(t

′
,t) dt

′
. (4)

The initial or boundary data is assumed typically to be a Maxwellian distribution
parameterized by the bulk LISM density, velocity and temperature and the bound-
ary condition is imposed at ‘infinity’. Along the trajectory(x′ , v′ , t ′), neutral H
atoms can experience the interactions/physical processes listed in Table I.

Simple and useful estimates for the production and loss of neutral H atoms
can be derived for charge-exchange production and loss (Ripken and Fahr, 1983).
The neutral H loss rate due to charge-exchange is obtained by integrating over the
proton distribution function, thus

βex(x , v , t) =
∫
fp(x , vp , t)Vrel,pσex(Vrel,p) d3vp , (5)

wherefp andvp refer to proton quantities,Vrel,p ≡ |v − vp| is the relative speed
between an H atom and a proton, andσex denotes the charge-exchange cross-
section. If the proton distribution is cold with constant velocityvp,cold, i.e., if
fp(x , v , t) = np(x , t)δ3(v− vp,cold), then (5) reduces to

βex(x , v , t) = np(x , t)Vrel,pσex(Vrel,p) , (6)

andVrel,p ≡ |v− vp,cold|.
The charge-exchange neutral hydrogen production term is given by

Pex(x , v , t) = fp(x , vH , t)

∫
fH(x , v , t)Vrel,Hσex

(
Vrel,H

)
d3vH , (7)

whereVrel,H ≡ |v−vH| andfH is the neutral H distribution. If one assumes (Ripkin
and Fahr, 1983; Pauls et al., 1995) that both the neutral H and proton distribution
functions are Maxwellian, then the charge exchange production and loss terms may
be approximated to∼ 5% accuracy by the expressions

Pex(x , v , t) ' fp(x , v , t)
[
nH(x , t)V rel,Hσex

(
V rel,H

)]
, (8)

βex(x , v , t) ' np(x , t)V rel,pσex
(
V rel,p

)
. (9)

Here the average velocity of protons (or H) relative to an H atom (or proton) with
velocity v is (Ripkin and Fahr, 1983)

V rel,p(H) = Vp(H),th

[
exp[−ω2

p(H)]√
π

+
(
ωp(H) + 1

2ωp(H)

)
erf
(
ωp(H)

)]
' Vp(H),th

√
4/π + ω2

p(H) ;

ωp(H) = 1

vp(H),th

∣∣v− up(H)
∣∣ ≡ 1u/vp(H),th ,
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and the erf(x) is the usual error function,vp(H),th =
√

2kTp(H)/m the thermal
velocity of the proton (neutral hydrogen H),k Boltzmann’s constant, andup(H)
the bulk flow velocity of the plasma (H).

2.2.1. The Cold Heliospheric H Distribution
If one assumes that the thermal speed of H is much less than its bulk flow speed
relative to the sun, then the solution of Boltzmann’s equation (1) is particularly
simple in the absence of production terms. The basic analysis was done by Fahr
(1968), Blum and Fahr (1970), Holzer (1970), Holzer and Axford (1970, 1971)
and summarized by Axford (1972). For a cold steady H distribution, subject to a
spherically symmetric conservative potential

V (r) = −GM�(1− µ�)
r

, (10)

we seek a two-dimensional, axially symmetric solution to the Boltzmann equation
(1). In (10),r refers to heliocentric radius,M� to solar mass andµ� is the ratio
of radiation pressure to gravitation. Any point (r, θ) in the heliospheric plane (θ
is the polar angle from the assumed axis of symmetry andθ = 0 is anti-parallel
to the incident flow velocity) is the intersection of two hyperbolic neutral particle
trajectories having the sun as focus (see Figure 2.2(a)). The cold neutral distribution
at these points is therefore given by

fH(x , v) = nH,1δ
3(v− vH,1)+ nH,2δ

3(v− vH,2) , (11)

wherenH,i and vH,i refer to the neutral hydrogen number density and velocity
vectors. Since any point in the plane (r, θ) is the intersection of two trajectories
having angular momentump1,2 or impact parameterb1,2

b1,2 ≡ p1,2

u
= 1

2

{
r sinθ ±

[
r2 sin2 θ + 4r (1− µ�) GM�

u2
(1− cosθ)

]}1/2

, (12)

u the incident flow velocity, one may use the zeroth moment of (1) together with
the loss term (6), and Equations (11) and (12), to obtain the neutral particle number
densityn(r, θ) at a point as (Axford, 1972)

n(r, θ) = n0
b2

1 exp
[−βr2θ/p1

]+ b2
2 exp

[−βr2 (2π − θ) /p2
]

r sinθ
[
r2 sin2 θ + 4r (1− cosθ) (1− µ�)GM�/u2

]1/2 . (13)

Heren0 is the number density of neutral H at infinity. In the limit that radiation
pressure balances gravitational attraction exactly, i.e., thatV (r) = 0, expression
(13) reduces to

n(r, θ) = n0 exp

[
− βrθ

u sin θ

]
≡ n0 exp

[
− λθ

r sin θ

]
, (14)
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Figure 2.2.(a) Two examples of intersecting particle trajectories in the cold interstellar H approxi-
mation in the absence of radiation pressure. (b) The same as (a) but now withµ� > 1. The parabolic
region downstream and about the sun from which cold H atoms are excluded is hatched. (Axford,
1972.)

after assuming thatβ = β0r
2
0/r

2, and introducingλ ≡ β0r
2
0/u. Under the assump-

tion of a spherically symmetric and steady solar wind and solar radiation field,β0r
2
0

is independent ofr0 (at least if one has a minimal attenuation of the photon flux
and if one ignores the accretion of interstellar protons), and the interstellar neutral
hydrogen population is strongly depleted within some 6–10 AU. This region of
depleted interstellar neutral hydrogen is called the ionization cavity.

Illustrated in Figure 2.2 is the motion of a single hydrogen atom subject to the
potential (10). Figure 2.2(a) shows a representative single particle trajectory with a
dominant gravitational force (µ� < 1) and Figure 2.2(b) that of a dominant solar
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Figure 2.3.Contours of equal density of neutral H for the cold model. The Sun lies at the origin of
the figure and plane corresponds to the plane defined by the interstellar wind velocity vector and the
Sun. (Axford, 1972.)

Lyman-α radiation pressure (µ� > 1). Forµ� < 1, one can expect that H atoms
are focussed on the downward symmetry axis whereasµ� > 1 implies that H
atoms are excluded from a parabolic regime defined by

r(1+ cosθ) ≤ 4GM� (µ� − 1)

u2
. (15)

The effect of focussing and exclusion on the heliospheric distribution of interstellar
hydrogen is described by (13). In Figure 2.3, contours of equal density for neutral H
are plotted for various values ofµ�. Of note is the high density on the downstream
axis of symmetry whenµ� < 1 and the parabolic void whenµ� > 1 (Axford,
1972).
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2.2.2. The Hot Heliospheric H Distribution
Although a useful approximation which provides considerable insight, the cold H
distribution is not completely adequate in that (i) LISM thermal speeds and bulk
flow speeds are comparable, and (ii) the LISM temperature may be estimated for
heliospheric resonance observations only if it is included as a model parameter.
Thus, considerable efforts have been expended in extending the cold heliospheric
neutral hydrogen model (e.g., Danby and Camm, 1957; Fahr, 1971; Thomas, 1972;
Fahr, 1979, Wu and Judge, 1979) and useful reviews exist (Meier, 1977; Thomas,
1978).

Much the same assumptions made for the cold model are made again for the
hot distribution except that now the source distribution function is assumed to be a
Maxwellian, i.e.,

f0(x0 , v0) = n∞
(
√
πvth,∞)3

exp

[
−
(

v0− u
vth,∞

)2
]
, (16)

whereu is the bulk neutral H flow speed at infinity. Use of (16) in the formal
solution (4) without the production term yields the distribution function

f (x, v) = n∞
(
√
πvth,∞)3

exp

[
−
(

v0 − u
vth,∞

)2
]

exp [−3]H
(
v2

0

)
, (17)

where

v2
0 ≡ v2− 2GM�(1− µ�)

r
,

and H(x) is the usual Heaviside step function. By solving Kepler’s equation for the
neutral trajectories, one has(

v0 − u
vth,∞

)2

= 1(
vth,∞

)2 [v2
0 + u2+ 2v0u

(
vz(v0− vr)− V (r) cosθ

v0(v0− vr)− V (r)
)]

, (18)

wherevr andvz are the radial andz direction components of the velocity vectorv
andV (r) is the potential (10). If one assumes again thatβ = β0r

2
0/r

2, then

3 = β0r
2
0θ
′

v0p0
, (19)

whereθ ′ is the angle swept out by the atom on its Keplerian trajectory andp0 =
|r × v| is the angular momentum.

In the limit vth,∞ → 0, the hot distribution function reduces to the cold expres-
sion (11) except on the LISM flow axis and in the forbidden region (15). Although
the heliospheric H distribution is generally thought to be warm, the cold model
remains useful in the physical insight that it provides. However, as we discuss in
later sections, both the hot model and cold model conclusions must be tempered



SOLAR WIND-LISM INTERACTION 425

Figure 2.4.The radial velocity distribution for H at 1 AU for the hot interstellar model. The solid
curve is the distribution calculated directly from the spherically symmetric Boltzmann equation and
the dashed curve corresponds to a fitted Maxwellian distribution with temperatureT . θ is the angle
from the upwind direction. (Wu and Judge, 1979.)

with the inclusion of heliospheric boundary effects which have been neglected
so-far.

The number density, velocity and temperature for the hot distribution can be
obtained from (17) by taking appropriate moments, a process which is essentially
numerical, although some analytic approximations can made (see Danby and Bray,
1967; Wu and Judge, 1979). Several important points emerge from the hot model
for the distribution of Hydrogen in the heliosphere. (i) As illustrated in Figure 2.4,
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Figure 2.5.The radial temperature of H for the hot interstellar H model as a function of heliocentric
distance. (Wu and Judge, 1979.)

Figure 2.6.H densities as a function of heliocentric radius for the hot interstellar model, normalized
to the density at ‘infinity’ in the upstream direction. The upstream, sidestream and downstream
distributions are labelled with squares, triangles and circles respectively and intermediate angles
are plotted. (Hall, 1992.)
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Figure 2.7.The radial velocity of H for the hot model. The solid curves correspond to a H temperature
of 104 K and the dashed curves to a cold model. (Wu and Judge, 1979.)

(adapted from Wu and Judge, 1979), the calculated neutral radial velocity distribu-
tionN(r , vr ), r the spatial position andvr the radial velocity, at 1 AU is very well
fitted by a Maxwellian distribution (the dashed curve) for a variety of directions.
This, as we shall discuss in Section 5.5, is of importance in the construction of
a fully self- consistent model of the interaction of the solar wind with the LISM.
(ii) An asymmetry, illustrated in Figure 2.5, in the heliospheric neutral gradient
is predicted. For upwind directions, the H temperature decreases with decreasing
heliocentric distance, whereas the opposite is true for the downwind direction. As
discussed by Wu and Judge (1979), the H temperature increase downwind is due
primarily to ionization losses. (iii) The H density as a function of radial distance
for various axial angles is illustrated in Figure 2.6. The ionization cavity is evi-
dent within 6–10 AU and the cavity is elongated in the downstream direction. For
µ� > 1, the downstream region is further depleted. Nonetheless, the downstream
singularity of the cold model is eliminated by a hot neutral distribution, as is the
parabaloid void whenµ� > 1. However, these regions continue to posses the basic
characteristics of the cold model. (iv) As illustrated in Figure 2.7, the interplanetary
H velocity forµ� > 1 decreases with decreasing heliocentric distance and the hot
model produces slightly lower speeds than the cold model forv > 0 and higher for
v < 0.
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2.2.3. Time-Dependent Radiation Pressure and Ionization
The models discussed above all assume that the radiation pressureµ� > 1 and
ionization loss termsβ are constant in time. Since both gravity and radiation flux
vary asr−2, neutral atoms at large heliospheric distances are largely unaware of
changes in either the radiation pressure or photoionization rate. However, within
some 10 AU upstream and∼ 40–50 AU downstream, variation inµ� andβ can
lead to significant perturbations in the neutral distribution of this region. The time
spent by a neutral atom traversing such a 10 AU region is relatively short (∼ 2 years
compared to the≥ 10 years for solar system traversal) and certainly comparable to
the time-scale of solar cycle variability. Thus, several models have been developed
to address the issue of solar cycle varability and the near-Earth neutral H distribu-
tion. Rucínski (1985) and Fahr et al. (1987) considered the possibility of a variable
ionization rate with constant force, which is reasonable for neutral Helium but not
for H. Fahr and Scherer (1990) derived a Fourier-transformed solution for a time-
variable force but provided no quantitative results. Blum et al. (1993) combined
the Fourier transform approach of Fahr and Scherer (1990) with a Monte-Carlo
algorithm to investigate the possibility of H density modulation by means of solar
cycle variability. Their analysis of the downwind heliospheric region suggested the
intriguing possibility of neutral hydrogen waves driven by a variable radiation pres-
sure. However, the conclusions advanced by Blum et al. (1993) must be tempered
by the statistical limitations implicit in their analysis.

A very attractive approach has been developed by Ruciński and Bzowski (1995)
which avoids the limitations of the Monte-Carlo approach. This work represents a
considerable extension of the related analysis presented by Kyrölä et al. (1994) in
which considered both a cold (80 K) and warm neutral gas. Here we summarize
the results of Ruciński and Bzowski (1995).

Solar Lyman-α radiation is not strictly periodic, nor is it spherically symmet-
ric and consecutive solar cycles can differ noticeably in their character. Similar
comments apply also to the solar wind itself, of course. Nonetheless, by choosing
typical maximum and minimum values of 1.4 and 0.7 for the normalized radiation
pressure termµ�, Rucínski and Bzowski (1995) adopt the functional form

µ�(t) = µ0
� + µ̂� cosωt exp [cosωt ] , (20)

whereµ0� = 0.75, µ̂� = 0.243,ω = 2π/11 years andt = 0 at solar maximum.
The ionization function can be described similarly although shifted by a solar cycle
period. The anti-correlation of the radiation pressure and the ionization rate can be
inferred from the observational data of Ajello et al. (1987) (see Kyrölä et al. (1994)
and Rucínski and Bzowski (1995)). Thus, the time-dependent ionization rate is

β(t) = β0+ β̂ cos(ωt + π)exp [cos(ωt + π)] , (21)

whereβ0 = 5 × 10−7 s−1 and β̂ = 107 s−1. The functionµ�(t) exhibits the
observed characteristic flat minimum and well defined maximum (Lean and Sku-
manick, 1983).
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Figure 2.8.The temporal variation in the H density at 1 AU (normalized to the density at ‘infinity’)
for the upstream (upper panel) and downstream (lower panel) directions. Time 0 corresponds to solar
maximum and the solid horizontal line describes the density obtained from a classical stationary hot
model with fixed mean radiation pressure and ionization rate. (Ruciński and Bzowski, 1995.)

At 1 AU, a clear temporal variability in the hydrogen distribution, in both up-
wind and downwind directions, is found. Illustrated in Figure 2.8 are H density
waves driven by the anti-correlated radiation pressure and ionization rate. Clear
minima in the neutral Hydrogen number density are observed at solar maximum
and minimum. The double periodicity of the H density exhibited in Figure 2.8,
at first sight surprising since the driving in (20) is singly periodic on an 11 year
cycle, results from the phase shift between the radiation pressure/gravity term and
the ionization rate. In Figure 2.9, the variable H density, now normalized to the
H distribution results obtained from a stationary hot model (for whichµ = 0.89
andβ = 6× 10−7 s−1), is plotted as function of heliocentric distance (upwind and
downwind) at four different times – solar maximum and solar minimum and two
intermediate times. Beyond∼ 20 AU in the upwind direction, solar cycle variabil-



430 G. P. ZANK

Figure 2.9.(a) Profiles of the variable radial upwind hydrogen density normalized to the density
obtained from a classical stationary hot model with fixed mean radiation pressure and ionization
rate. Four phases of the solar cycle are illustrated, separated in time by 2.75 years, with phase 0
describing solar maximum, 2 describing solar minimum and 1 and 3 are intermediate. (b) The same
as (a) but now in the downwind direction. (Ruciński and Bzowski, 1995.)

ity is largely irrelevent and the density waves present at 1 AU have damped away.
On the downstream side, however, variability in the H density can persist until
some 60 AU. The latter result is less distant than suggested by Blum et al. (1993).
The damping of the H density waves with heliocentric distance is a consequence of
1/r attenuation. Since the amplitude of the modulated H density increases with
decreasing heliocentric distance, we might expect fairly significant short- term
fluctuations within∼ 1 AU during solar maximum.

Not surprisingly, a temporal ionization rate affects the size of the ionization
cavity. During solar minimum, Ruciński and Bzowski (1995) find that the cavity
is of greater extent (∼ 5/26 AU in the upstream/downstream) than during solar
maximum (∼ 4/20 AU in the upstream/downstream).

Both the variable size of the ionization cavity and the modulated H density
distribution have implications for the variability of the interplanetary Lyman-α

glow.

3. Interstellar Pickup Ions in the Solar Wind

Interstellar neutral gas flows relatively unimpeded into the heliosphere, possibly
experiencing some ‘filtration’ at the heliospheric boundaries. Neutral interstellar
hydrogen is especially susceptible to the effects of filtration (discussed in detail
in Section 5 below), being decelerated and heated in passing from the LISM into
the heliosphere. The interstellar neutral gas flowing into the supersonic solar wind
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can be ionized by either solar photons (photoionization) or solar particles (charge
exchange, electron-impact ionization, etc.) and the new ions respond almost in-
stantaneously to the electromagnetic fields of the solar wind. In the solar wind
frame of reference, the newly born interstellar ions immediately gyrate about the
interplanetary magnetic field (IMF), after which they experience scattering and
isotropization by either ambient or self-generated low-frequency electromagnetic
fluctuations in the solar wind plasma. Since the newly born ions are eventually
isotropized, their bulk velocity is now that of the solar wind, i.e., they convect
with the solar wind flow, and are then said to be ‘picked up’ by the solar wind.
The isotropized pickup ions form a distinct population of energetic ions (∼ 1 keV
energies) in the solar wind whose origin is the interstellar medium.

3.1. PICKUP ION DRIVEN INSTABILITIES OF LOW-FREQUENCY WAVES

Since the neutral interstellar hydrogen gas flows into the heliosphere at∼ 20
km s−1 (see Section 5 below), it is supersonic in the solar wind frame. Newly
created pickup ions can therefore drive a host of plasma instabilities.

A newly ionized pickup ion is accelerated immediately by the motional solar
wind electric fieldE = −u × B, whereu is the solar wind flow velocity andB
the ambient interplanetary magnetic field (IMF). In a Cartesian frame co-moving
with the solar wind, the velocity of a pickup ion is simplyv(t) = (−u⊥ cos�it ,
u⊥ sin�it , u‖), where the IMF is oriented alonĝz, u‖ is parallel toẑ, u⊥ is per-
pendicular tôz, and�i ≡ qB/m is the local pickup ion gyrofrequency (q denoting
charge andm ion mass). The pickup ions therefore form a ring-beam distribution
on the time scale�−1

i which streams sunward along the magnetic field. Since the
variation in bothu and B in the outer solar wind can be substantial, the ring-
beam should be broad, although this characteristic is not assumed typically when
investigating related instabilities. However, shown in Figure 3.1 is a histogram of
the measured azimuthal angle of the IMF at 35 AU obtained from hourly averaged
Pioneer 11 magnetic field data (Liewer et al., 1993). While the average orientation
of the IMF is perpendicular, it is nonetheless broad and a similar thickening in the
pickup ion ring-beam distribution can be expected too. Subsequent scattering in
the solar wind electric and magnetic field fluctuations acts to further broaden the
initial ring-beam distribution.

Both the anisotropy of the ring-beam distribution and its relative streaming with
the solar wind drive instabilities that remove energy from the distribution and
excite waves. Wu and his colleagues (Wu and Davidson, 1972, 1986; Wu et al.,
1973; Hartle and Wu, 1973; Wu and Hartle, 1974) used an idealized narrow ring-
beam distribution (i.e., the pickup ions all have identical speed and pitch-angle)
to show that hydromagnetic and whistler modes propagating parallel toB become
unstable. The instability analysis of Wu and Davidson (1972) has been generalized
and extended by several authors, primarily in the context of cometary pickup ions
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Figure 3.1.Histogram of the azimuthal angleθ of the interplanetary magnetic field at 35 AU using
hourly averaged Pioneer 11 data. Pioneer 11 was approximately 15◦ out of the ecliptic plane. The
distributions indicate that the IMF is predominantly perpendicular to the solar wind flow direction.
(Liewer et al., 199?.)

(Winske et al., 1985; Winske and Gary, 1986; Sharma and Patel, 1986; Brinca and
Tsurutani, 1988; Gary and Madland, 1988).

It was pointed out by Lee and Ip (1987) that the assumption of a sharp narrow
ring-beam distribution was not warranted and they determined maximum growth
rates for a broad ring-beam distribution. Below, we discuss both the Wu and David-
son (1972) and the Lee and Ip (1987) instability calculations although, as discussed
above, the Lee and Ip estimates are to be favoured.

For a transverse electromagnetic perturbation of frequencyω and wave number
k propagating parallel toB0ẑ, the dispersion relation is [e.g.,Stix, 1992]
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and
∫

d3v ≡ 2π
∫∞

0 dv⊥
∫∞
−∞ dvz. Here,Fj(v2

⊥, vz) is the phase-space distrib-
ution function of non-relativistic particles of speciesj and

∫
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particle number density. The plasma frequency for thej th species is denoted by
ωpj (≡ (njq

2
j /ε0m)

1/2). Depending on the functional form ofFj(v2
⊥, vz) and on

the region of interest in(ω, kz)-space, Equation (22) is the dispersion relation
for electromagnetic waves propagating parallel toB0, and includes Alfvén waves,
the firehose instability, ion cyclotron waves, the Alfvén ion cyclotron instability,
electron whistler waves, electron cyclotron waves and Wiebel-like transverse elec-
tromagnetic instabilities driven by an anisotropy in plasma kinetic energy. With the
exception of Sharma and Patel (1986), who considered oblique wave propagation
in the context of cometary pickup ions, all theoretical instability analyses begin
with (22).

The integral in (22) contains the product of two functions which can be strongly
localized invz for the ring-beam distribution, viz., the term in square brackets and
(ω−vzkz±�j)−1. Wu and Davidson (1972) suppose that the pickup ion distribution
Fj is strongly localized so that

FPI(v
2
⊥, vz) ≡ Fi =

nPI

2πv⊥
δ(vz − vz0)δ(v⊥ − v⊥0) . (23)

By contrast, Lee and Ip (1987) suggest instead that the pickup ion distribution
is broad (for the reasons given above) and so the dominant contribution to the
integral in (22) results from the resonant term(ω− vzkz ±�j)−1. In this case, the
resonant term can be evaluated using the Plemelj formula(ω − vzkz ± �j)−1 =
P(ω− vzkz±�j)−1− iπδ(ω− vzkz±�j), whereP indicates the principal value.
In either case, the plasma is assumed to comprise ring-beam pickup ions, cold solar
wind protons and electrons.

By means of (23), the cold solar wind approximation, and integrating by parts,
Wu and Davidson (1972) (see also Lee and Ip, 1972) obtained the dispersion
relation
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in the hydromagnetic limitω � �p after introducingω ≡ (ω − vzkz + �i)/�i.
The subscripti refers to pickup ions andV 2

A ≡ B2/µ(ρp + ρe) is the square of
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the Alfvén speed andρp,e the mass density of solar wind protons/electrons. In the
absence of pickup ions, i.e.,ωpi = 0, (24) impliesω2 = V 2

Ak
2
z (Alfvén mode)

or ω = 0, i.e.,ω = −�i + vz0kz (cyclotron resonant with the ring-beam). The
right-hand side of (24) is small but it introduces unstable roots, depending on the
magnitude of|vz0kz−�i| relative to|VAkz|. The two most unstable roots occur for
those values ofkz satisfyingω = vz0kz − �i ' ±VAkz. These are Alfvén waves
whose growth rates are approximately

γ ∼ |�i |
[
VA

|vz0|
(1/2)nimv2

⊥0

B2/2µ

]1/2

(25)

(Wu and Hartle, 1974). Conversely, if instead of approximate equality, one has
|vz0kz −�i| > |VAkz|, then all the roots of (24) are stable, whereas|vz0kz −�i| <
|VAkz| yields an unstable root with phase speed less thanVA and growth rate

γ = |�i |
[
(1/2)nimv2

⊥0

B2/2µ

]1/2

(26)

(Wu and Davidson, 1972).
Instead of using the strongly peaked distribution function (23), Lee and Ip,

(1987) used a broader pickup ion ring-beam distribution whose contribution to
the integral term enters primarily through the resonance condition. Subject to the
assumptions that the growth rateγ � ωr (ωr denotes the real part of the frequency
ω) andωr � �i , |vz0| ≥ VA, Lee and Ip (1987) obtain
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If one then assumes a Maxwellian distribution forFi , i.e.,
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2
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with σ � vz0, the maximum growth rate given by (27) is

γ ∼ |�i |VA|vz0|
σ 2

(1/2)nimv2
⊥0

B2/2µ
, (28)

(Lee and Ip, 1987).
Comparison of (28), (25) and (26) indicate that the growth rate is smallest for

the broad ring-beam distribution. Nonetheless, since the initial pickup ion distrib-
ution should be intrinsically broad by virtue of the variation in the IMF, expression
(28) should be favoured.

Other instabilities, such as the firehose instability and a whistler instability were
considered by Wu and Davidson (1972) on the basis of the ring-beam distribution
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(23). The latter instability is however significantly reduced when a broad ring-beam
distribution is assumed (Lee and Ip, 1987). Gray et al. (1996) have considered the
Alfvén ion cyclotron instability in the outer heliosphere by means of a hybrid sim-
ulation. They too use a sharp ring-beam distribution but they make the important
point that this instability can couple directly to the cold solar wind plasma which
may lead to anisotropic heating. This is discussed further below (Section 3.6).

In concluding this discussion, we note that the investigation of ring-beam driven
instabilities in the outer heliosphere has not been pursued to the extent that it should
- in particular, the importance of using a broad distribution for the initial pickup ion
distribution does not appear to have been fully appreciated - and much remains to
be elucidated.

3.2. PICKUP ION WAVE SPECTRA

The initial ring-beam distribution scatters resonantly on bothin situand self-excited
waves and relaxes to a stable distribution. The quasi-linear interaction of pitch-
angle scattered pickup ions and their cyclotron-resonant MHD waves has been
studied extensively from both an analytic (Sagdeev et al., 1986; Galeev et al.,
1987, 1991; Lee and Ip, 1987) and a numerical (Gary et al., 1986, 1988, 1989,
1991; Ziebel and Yoon, 1990; Ziebel et al., 1990; Miller et al., 1991; Ye and
Cravens, 1991; Yoon et al., 1991) perspective, again largely in the context of
pickup cometary ions. Lee and Ip (1987) first derived the quasi-linear spectrum
of waves that result from the pitch-angle scattering of interstellar pickup ions to
a closed shell distribution. They predicted substantial enhancements in the solar
wind wave spectrum as a result. Although the predicted spectral enhancements are
consistent with wave spectra observed upstream of comets (e.g., Glassmeier et al.,
1989), the Voyager andUlyssesdata do not offer overwhelming evidence for wave
enhancements due to pickup ion excited waves (Smith, 1993; Goldstein et al., 1993;
Smith et al., 1994; Murphy et al., 1995).

Besides the quasi-linear approach of Lee and Ip (1987), one can utilize an at-
tractive alternative approach developed by Johnstone et al. (1991) and Huddleston
and Johnstone (1992) for the excitation of waves by pickup cometary ions. This
approach, used by Williams and Zank (1994) for interstellar pickup ions and further
extended by Isenberg and Lee (1996), is essentially exact provided one assumes
that the bispherical distribution (Galeev and Sagdeev, 1988) represents a good ap-
proximation to the asymptotic pickup ion distribution. The pickup ions are assumed
to scatter in pitch-angle by the excited and ambient waves while preserving their
energy in the wave frame. If the pickup ion generated (unstable) parallel propagat-
ing modes dominate the fluctuation spectrum, then the pickup ions scatter onto a
‘bispherical’ shell distribution whereas elastic scattering in the solar wind frame
would yield a spherical distribution. The difference in kinetic energy between the
spherical and bispherical distributions is given to the waves and their free energy
is∼ VA/u of the initial pickup ion energy density. The assumptions implicit in the
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Figure 3.2.The construction of the bispherical distribution in the solar wind frame. The ring dis-
tribution is indicated by open circles. The solid line is the constant energy shell. The dotted line
represents the surface of interaction between the ring and the+VA waves and the dashed line the
surface of interaction between the ring and the−VA waves. The bispherical distribution is composed
of the two shells within the solid line. (Williams and Zank, 1994.)

bispherical analysis are (i) that the asymptotic pickup ion distribution is bispherical
and filled uniformly; (ii) that the diffusion of the ring-beam distribution onto a
bisphere occurs more rapidly than the processes likely to effect either the wave
spectrum (spectral transfer, etc.) or the bispherical distribution (adiabatic cooling,
second-order Fermi energization) directly, and (iii) that only parallel propagating
Alfvén modes resonate with the pickup ions. These assumptions have been relaxed
somewhat by Isenberg and Lee (1996) who have included the effects of wave
dispersion.

In Figure 3.2, the construction of the bispherical distribution in the solar wind
frame, where the subscript‖ indicates parallel to the IMF, is illustrated. For parallel
and anti-parallel propagating Alfvén modes only, the pickup ion-wave interaction
conserves particle energy in the wave frame, so that the pickup ions move from the
ring onto spheres centered on the wave velocity i.e., either+VA or −VA. The ion
can move off the ring in any of four directions The shell representing interaction
with the anti-parallel waves is indicated by the dashed line in Figure 3.2 and that
for parallel waves is dotted. The shell representing conservation of energy in the
solar wind frame is solid. If an ion moves onto a shell inside the solid sphere, it
gives up energy to the waves whereas an ion moving onto a shell outside the solid
line takes energy from the waves. The stable state occurs when the particles have
moved from the ring to the inner shells. Then, all the free energy available to the
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Figure 3.3.(a) Self generated wave spectra from perpendicularly picked up protons scattering on to
a bispherical shell. The excited wave mode is the ion cyclotron wave. The solid line represents the
dispersive result (Isenberg and Lee, 1996) and the dashed line the non-dispersive result (Williams
and Zank, 1994). (b) Self-generated fast-mode spectra from parallel picked-up protons. The solid
line is the dispersive result with an assumed fraction (= 0.5) of pickup ions which occupy the
resonance gap and anti-sunward hemisphere (Isenberg and Lee, 1996). The dashed line illustrates
the non-dispersive result (Williams and Zank), 1994]. (adapted from Isenberg and Lee, 1996.) In
both figures,VA/uSW= 0.1 has been assumed.

waves has been taken from the pickup ion distribution. Ions withvz < −u‖ have
given their energy to parallel propagating waves and they reside on that part of the
shell centered onVA. Conversely, ions withvz > −u‖ have given their energy to
anti-parallel waves and they reside on that section of the shell centered on−VA.

The change inv⊥ (≡
√
v2
x + v2

y) along the shell as a function ofvz is obviously

dv⊥
dvz
= ±VA − vz

v⊥
, (29)

since pickup ions on the bispherical shell must satisfy

v2
⊥ + (vz ± VA)

2 = const. (30)

The left-hand side of (30) is conserved along the characteristics of the differential
operator in the square brackets of (22). The final energy density in unstable Alfvén
waves with wave numbers betweenk andk + dk is given by the energy lost by a
particle as it scatters through the resonant range ofvz(k) – i.e., de/dk – times the
net number density of pickup ions scattering through that section of the bispherical
distribution. Since the asymptotic particle distribution is assumed to be a uniformly
filled bisphere, the number of pickup ions must be proportional to the fractional
areaA(vz) of the bispherical shell occupied by particles with values ofvz greater
than that resonant withk(vz) i.e.,

E(k) = nPI
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A(vz)
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, (31)
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whereABD is the total area of the bispherical distribution andnPI is the number
density of pickup ions. To compute dvz/dk, one uses the pickup ion resonance
condition

ω− vzkz = ±�i , (32)

or |kz| ≡ k = �i/|VA − vz| (sinceω/kz = ±VA by assumption), to obtain

dk/ dvz = ±k2/�i .

Since the energy of a pickup ion is simplye = 1/2m(v2
⊥ + v2

z ), it follows that

de/ dvz = ±mVA ,

using (29). The asymptotic power spectrum is therefore given by

I (k) = nPImVA
�i

k2

A(vz)

ABD
, (33)

and
∫
I (k) dk = Ew. The spectrum is therefore a function ofk2 and depends

explicitly on the geometrical properties of the bispherical distribution in a very
simple fashion. Isenberg and Lee (1996) use the cold plasma electron-proton dis-
persion relationVph = ±VA

√
1+ ω/�p to consider the modifications introduced

into the above analysis by dispersive effects.
The pickup ion generated spectra have ak−2dependence for intermediate values

of k, which is consistent with the wave spectra observed at comets (Glassmeier
et al., 1989). Plots of the normalized intensitiesI (k) are plotted in Figure 3.3 for
a perpendicular IMF configuration (a) and a parallel configuration (b). The solid
lines correspond to the dispersive analysis of Isenberg and Lee (1996) and the
dashed lines to a non-dispersive analysis (Williams and Zank, 1994). In Figure 3.3,
the ratioVA/u = 0.1 has been assumed and it can be seen that the non-dispersive
analysis overestimates the power in the waves by between 8% and 18%, depending
on the orientation of the IMF.

The quantityI (k) is calculated in the solar wind frame but observations are
made in the spacecraft frame. By means of the appropriate Doppler-shift for par-
allel propagating waves (Lee and Ip, 1987; Williams and Zank, 1994), one can
determineP(ω) from the relationI (k) dk = I (ω)/|Vph + u‖| dω = P(ω) dω,
whereVph =

(
ω/k2

)
k. Plotted in Figure 3.4 isP(ω) for a perpendicular, parallel

and intermediate geometry. Ion pickup in parallel geometries excites no waves
below�i, unlike that in perpendicular geometries. The peak amplitude of exci-
tation for perpendicular geometries is at frequencies much less than�i, whereas
for the radial and intermediate cases, the peak occurs at�i. The implication of
this, as noted by Williams and Zank (1994), is that pickup ion induced spectral
enhancements may be masked by the higher level of ambient turbulence at these
frequencies for perpendicular geometries. Enhancements to the turbulence spectra
are thus likely to be seen more easily in quasi-parallel geometries, for which some
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Figure 3.4.The excited wave spectra for parallel, intermediate and perpendicular pickup geometries
for VA/uSW = 1

11. (Williams and Zank, 1994.)

Figure 3.5.Plots of the amplitude ofP(ω) at the pickup proton gyrofrequency for parallel, perpen-
dicular and intermediate IMF configurations as a function of heliocentric distance (dotted lines). The
solid lines illustrate the strength of the ambient spectra under the assumption that their decay is either
∝ r−2 or r−3. VA/uSW = 0.1 has been assumed. (Williams and Zank, 1994.)

observational support exists (Smith et al., 1994). This is illustrated in Figure 3.5,
where the peak amplitude forP(ω) is plotted as a function of radial heliocentric
distance for parallel, perpendicular and intermediate IMF configurations. Plotted as
solid lines is the decay of the ambient solar wind spectrum at the ion gyrofrequency
under the assumption that the decay is governed either by anr−3 or anr−2 decay
law. Where the dotted and solid lines intersect is an estimate for where the pickup
ion driven spectral enhancement will not be masked by thein situ turbulence spec-
trum. This figure overestimates the power the in the pickup ion driven turbulence
by a factor of 2 but, given the assumptions implicit in the bispherical distribution
approach, this is probably irrelevant. Furthermore, if the scattering waves are dis-
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persive, then as discussed above, the pickup ions tend to retain a little more of their
energy than predicted by the non-dispersive treatment.

3.3. EVOLUTION OF TURBULENCE IN THE OUTER HELIOSPHERE

The analysis of pickup ion generated wave spectra in Section 3.2 was strictly local
and the spectral dynamics of the waves/turbulence in an inhomogeneous solar wind
was ignored. The radial evolution of Alfvénic fluctuations in the solar wind has
been described traditionally on the basis of WKB theory although, as noted by
Hollweg (1974), the basic assumptions implicit in this theory are invariably vio-
lated in the solar wind. Nonetheless, Fisk and Goldstein (1974, unpublished manu-
script) attempted to use WKB theory to determine the radial evolution of magnetic
fluctuationsδB2 when pickup ion driven turbulence in the outer heliosphere was in-
cluded. Not surprisingly, a considerable deviation from the well-knownr−3 decay
law for δB2 was predicted from∼ 10 AU outward. Such a prediction is now known
to be inconsistent with observations of the evolution of magnetic fluctuations in the
outer heliosphere.

Zank et al. (1996) have used a turbulence-theoretic perspective to describe the
evolution of arbitrary amplitude MHD fluctuations in the solar wind. The turbu-
lence is assumed to be both ‘fossil’ turbulence as well as that generated locally
by stream shear, shock waves, and, in the outer heliosphere, by pickup ions. The
model may be expressed in spherical coordinates as (Zank et al., 1996)

∂Eb
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+ u∂Eb

∂r
+ u
r
EB − 0u

r
EB = −E

3/2
b

`
+ S , (34)

whereEb ≡ δB2/µ0ρ is the magnetic fluctuation energy per unit mass,ρ andu
denote the solar wind density and radial flow velocity, and0 the MHD analogue
of the Reynolds stress tensor.0 is a function of the IMF winding angle and the
assumed symmetry properties of the MHD turbulence. On the right-hand-side of
(34),S denotes the turbulence source terms (including that of pickup ion driving)
and`(r, t) is the longitudinal correlation length. The turbulent decay term−E3/2

b /`

of the energy-containing eddies is based on a von Karman and Howarth (1938)
estimate (Zank et al., 1996; Matthaeus et al., 1996). The first three terms are, of
course, identical to the usual WKB transport equation for Alfvén waves in the
solar wind. The evolution equation for`(r, t) is given by
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(Zank et al., 1996).
Three principle sources exist for turbulence in the outer heliosphere. The first

is shear associated with the interaction of fast and slow speed streams (Coleman,
1968; Roberts et al., 1992) and the second is compressional effects associated with
both stream-stream interactions and blast waves (e.g., Whang, 1991). The third
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source, which occurs beyond the ionization cavity, is turbulence driving/generation
resulting from the ionization of interstellar hydrogen (Section 3.2). Both the shear
and compressional source terms can be expressed as (Zank et al., 1996)

Ėb,shear(comp) = Cshear(comp)
u

r
Eb , (36)

andCshear(comp) is a prescribed constant. For pickup ion generated turbulence, the
source term is, per unit volume, (Lee and Ip, 1987; Williams and Zank, 1994)

Ėb,PI = dnPI

dt

VAu

nSW
= uVAn

∞
H

n0
SWτ

0
ion

exp
[−λθ/r sinθ

]
, (37)

wherenPI,SW denote pickup ion and solar wind number densities respectively and
the time derivative refers to a creation rate rather than a convective derivative. The
pickup ion creation rate is expressed in terms of the cold gas interstellar distribution
for neutrals (Section 2.2.1) andn∞H is the interstellar neutral number density at
the termination shock,τ0

ion the neutral ionization time at 1 AU,λ the ionization
cavity length scale, andθ the angle between the observation point and the upstream
direction.

Remarkably, in the absence of pickup ion driven turbulence, the steady-state
equations (34) and (35) can be solved analytically. Asymptotic solutions which
include the effects of pickup ion driven turbulence are also easily derived. Several
numerical solutions of the steady-state equations (34) and (35) are presented in Fig-
ure 3.6. Figure 3.6(a) shows the radial evolution of the magnetic fluctuation ratio
δB2/δB2

0 (δB2
0 the normalizing value at 1 AU) as a function of heliocentric distance

in the absence of driven turbulence. Four solutions are illustrated. The solid curve
is a pure WKB solution (i.e., the turbulent dissipation term−E3/2

b /` in (34) is zero
and the MHD Reynolds stress term satisfies0 = 0) and the usualr−3 scaling is
recovered. The dotted curve is a WKB solution too but now with0 = 1. In this
limit, the IMF is radial and all the fluctuation energy resides in the magnetic fluc-
tuations (Jokipii and Kota, 1989). The remaining two solutions represent decaying
turbulence solutions for different values of0, and, of course, these solutions decay
more rapidly with increasing heliocentric distance than those of WKB theory - this
due to the absence of any driving and the presence of dissipation. For the turbulence
models only, the correlation length can computed, illustrated in Figure 3.6(c), and
`(r) is a modestly increasing function with increasingr. By contrast, with the
addition of pickup ion driven turbulence in the outer heliosphere, the rate of the
δB2 decay with heliocentric distance is sharply arrested for the turbulence models
(Figure 3.6(b)), andδB2 now decays asymptotically as∼ r−(9+0)/4. The WKB
solutions also decay far more slowly (δB2 ∼ r−1) in the outer heliosphere. Owing
to the presence of strongly driven turbulence, the dissipative term in (34) assumes
increasing importance and̀now decreases in the outer heliosphere with increasing
radial distance.

By combining Voyager 1, 2 and Pioneer 11 hourly and 15-min averaged data,
Zank et al. (1996) compared the various theoretical predictions with the observed



442 G. P. ZANK

Figure 3.6.(a) Plot of the radial evolution of the magnetic fluctuation ratiob2/b2
0 as a function of he-

liocentric distance (measured in AU) in the absence of turbulent driving. The solid curve corresponds
to the WKB solution, the dotted curve to the Jokipii–Kota solution, the dashed curve to the0 = 0
solution, and the dashed-dotted curve to the0 = 1 solution. (b) As in (a) but now with turbulence
driving by stream interactions present. The solid curve corresponds to the WKB solution, the dotted
curve to the Jokipii–Kota solution, the dashed curve to the0 = 0 solution, and the dashed-dotted
curve to the0 = 1 solution. (c) Plot of the normalized correlation length`/`0 as a function of
heliocentric distance. The solid curve describes the0 = 0 case, and the dotted curve describes the
0 = 1 case. (d) As with (c) but now in the presence of pickup ion driven turbulence. (Zank et al.,
1996.)

magnetic field fluctuationsδB2 (normalized to 1 AU values). The results are il-
lustrated in Figure 3.7 and four solutions are again depicted. The solid line corre-
sponds to the WKB solution without pickup ion driving, the dotted curve to the
WKB solution with pickup ion driving, the dashed line to a dissipative turbulent
solution with stream driven turbulence only, and finally the dash-dotted line shows
a dissipative turbulence solution when both stream and pickup driven turbulence is
included. Within 6–10 AU, there is little to choose between the four solutions, but
from∼ 7 AU outward, the undriven WKB model and the stream- driven turbulence
model underestimate the observed power in magnetic fluctuations, and the pickup
ion driven WKB model is clearly inappropriate. The dissipative, stream and pickup
ion driven turbulence model by contrast appears to yield reasonable agreement with
the data from 1 AU to 40 AU (Zank et al., 1996).



SOLAR WIND-LISM INTERACTION 443

Figure 3.7. Semilog plot ofb2/b2
0 for the combined Voyager 1 and 2 and Pioneer 11 data set

(normalized to 1 AU) and four theoretical models as a function of heliocentric distance. The solid
curve corresponds to the WKB solution, the dotted curve to the WKB solution with pickup ion
driving, the dashed curve to a turbulent dissipative solution with driving by stream interactions and
the dashed-dotted curve to a turbulent dissipative solution with driving by stream interactions and
pickup ions. The triangles and diamonds denote Voyager 1 and 2 1-hour data respectively and the
squares identify the Pioneer 11 15-min data. The parameters used for these solutions are drawn from
solar wind observations and0 = 0.2 has been used. (Zank et al., 1996.)

In concluding this subsection, we note that turbulence models such as that de-
scribed here are of great importance in properly modelling cosmic-ray and pickup
ion transport in the outer heliosphere (Zank et al., 1997; Pauls et al., 1997).

3.4. EVOLUTION OF PICKUP IONS IN THE SOLAR WIND

Consider now the evolution of the pickup ion distribution in the solar wind as it
scatters in pitch-angle off the solar wind magnetic fluctuations, both those gen-
erated by the pickup ions themselves as well asin situ turbulence. A number of
processes determine the evolution of the pickup ion distribution - primarily pitch-
angle scattering and energy diffusion in the wave field, convection and adiabatic
deceleration in the expanding solar wind, and the injection of newly ionized par-
ticles. These various processes all possess different time-scales, and pitch-angle
scattering should dominate due to the large growth rate of the unstable waves and
the high pickup ion velocities (v ∼ u). Since|VA| � v, classical energy diffusion,
as we discuss below, is unlikely to be an important factor in determining the gross
evolution of the pickup ion distribution.

Vasyliunas and Siscoe (1976) investigated the evolution of the pickup ion dis-
tribution in the absence of energy diffusion. Isenberg (1987) has since generalized
this calculation by including energy diffusion.
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Figure 3.8.(a) The velocity distribution function for interstellar ions (40) using the cold hydrogen
distribution. (After Vasyliunas and Siscoe, 1976.) (b) The phase space density of interstellar pickup
protons as a function ofv/uSW in the spacecraft frame observed by the SWICS instrument on the
Ulyssesspacecraft at 4.82 AU. (Gloeckler et al., 1993.)

In a steady, spherically symmetric expanding solar wind, an isotropic distribu-
tion of pickup ions evolves as

∂f

∂t
+ u∂f

∂r
− 2u

r

v
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∂v
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v2

∂

∂v

(
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, (38)

wherenH = n∞H exp
[−λθ/r sinθ

]
andτion = τ0

ionr
2/r2

0 (Vasyliunas and Siscoe,
1976; Isenberg, 1987). In (38), it has been assumed that the isotropization of the
initial ring-beam distribution is immediate so that the source term may be approxi-
mated as an isotropic shell moving at the solar wind speed. Equation (38) is solved
easily using the method of characteristics in the limit thatD = 0. In this case, the
steady-state solution is given by
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wherer1 =
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)1/2
. For the simple cold distribution, (39) reduces to
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, (40)
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Figure 3.9.The normalized pickup ion distribution as a function ofv/uSW andr/r0 for representative
solar wind parameters. The curves are arranged in ascending values ofr/r0 (r/r0 = 1.001, 1.05, 1.2,
1.5, 2.0, 4.0, 8.0, and∞. (Isenberg, 1987.)

(Vasyliunas and Siscoe, 1976). Plots off (r, v) using (40) for different values
of λ/r are illustrated in Figure 3.8(a) and they show that, with increasing he-
liocentric distance, the velocity distribution becomes increasingly flat-topped. In
Figure 3.8(b), a phase-space plot (in the spacecraft frame) of pickup ions observed
by Ulyssesis shown (Gloeckler et al., 1993). The sharp cutoff atv/u = 2 is clearly
evident.

The sharp cutoff in the pickup ion distribution (in the solar wind rest frame)
indicates that adiabatic cooling dominates energy diffusion. Nonetheless, Isenberg
(1987) has generalized the Vasyliunas and Siscoe (1976) solution (40) by retaining
the energy diffusion termD in (38). The energy diffusion coefficient is derived
from the quasi-linear theory of resonant wave-particle interactions. Subject to the
assumptions that (i) the wave field is unpolarized; (ii) has zero cross-helicity; (iii)
the turbulence spectrum has a power law form (k−γ , k the wave number); (iv)
the wave power decays with heliocentric distance asr−3 (i.e., WKB theory), and
finally, (v) the IMF is purely azimuthal, the energy diffusion term in (38) may be
expressed as (Isenberg, 1987)

D = Cvγ−1r−1 . (41)

The constantC is a function ofγ , the index of the assumed wave spectrum. Re-
markably, Isenberg was able to solve (38) with (41) analytically (although we do
not reproduce the somewhat cumbersome expression here). Normalized pickup
ion distributions are plotted as a function ofv/u for different radial distances
in Figure 3.9. These distributions are plotted in the solar wind frame. Initially,
(r ∼ 1 AU) the distribution remains close to the shell distribution (i.e., a delta
function atv/u = 1). With the adiabatic cooling of the pickup ions with increasing
heliocentric distance, the characteristic ‘flat’ distribution at energies lower than
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v/u = 1 develops. A sharp transition to higher energies results from the energy
diffusion term in (38) and the slope and maximum energy are determined by the
assumed wave intensity. The sharpness of the transition is, of course, a consequence
of the continual addition of new pickup ions atv/u = 1.

Most recently, Chalov et al. (1995, 1997) integrated both a spherically symmet-
ric 1D and a 2D form of the pickup ion transport equation (38), but now using a
neutral density source term obtained from 2D simulations of the solar wind – LISM
interaction (Section 5). In only this sense does the Chalov et al. (1995) calculation
differ from that of Isenberg (1987), although very different methodologies were
used. Both papers arrive at the same basic conclusions.

Chalov et al. (1997) considers the 2D form of (38), retaining many of the same
basic assumptions found in Chalov et al. (1995). However, the diffusion coeffi-
cientD for Alfvénic fluctuations is now modified to include a correlation length`
which increases asr (see Section 3.3). The novel feature of Chalov et al. (1997)
is the attempt to include pickup ion energization by their interaction with multiple
shocks. A diffusion theory can be derived for ion transport in a plasma populated
by multiple weak shocks (supersonic turbulence) (Toptygin, 1983), and the energy
gain or loss for an ion is essentially adiabatic at a weak shock or rarefaction. Ener-
gization of pickup ions in supersonic turbulence is therefore a second-order Fermi
process and requires that a particle experience more compressive than rarefactive
weak shock interactions. The diffusion term for large-scale supersonic or weak
shock turbulence is given by

Dsh = 〈δu
2〉1/2v2

9`sh
, (42)

provided that the pickup ion scattering mean free path is much less than the large-
scale supersonic turbulence correlation length`sh. Here〈δu2〉1/2 is the large-scale
correlation average of velocity fluctuationsδu. It is assumed that〈δu2〉1/2 =
u0 (r/r0)

−0.7 (u0 the solar wind speed at 1 AU) and that`sh = 1.5 AU for r < 8 AU
and 3 AU elsewhere. TheD in (38) is taken to be the sum of (41) and (42).

The inclusion ofDsh leads both to a flattening of the pickup ion spectra com-
pared to the results presented by Isenberg (1987) and Chalov et al. (1995), as well
as maximum pickup ion energies of several 100 keV nucl−1, this an order of mag-
nitude higher than expected in the absence of supersonic turbulence. The maximum
pickup ion energies appear to depend sensitively on the assumed value of〈δu2〉1/2
and the assumption that〈δu2〉1/20 = u0 seems somewhat large. This needs to be
clarified. Nonetheless, the inclusion of ion energization by multiple weak shock
waves in the outer heliosphere yields interesting results for the pre-energization of
anomalous cosmic-rays which deserve further study.

In concluding this subsection, we mention a curious observation reported by
Gloeckler et al. (1994) which awaits adequate explanation. Since interstellar hy-
drogen is ionized primarily by charge exchange with solar wind protons, a strong
correlation between the pickup ion flux and the solar wind proton flux was antici-
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Figure 3.10. Ulyssesobservations showing the good correlation between the fluxes of pickup protons
and He+ (upper panel) and the poor correlation between pickup proton flux and the solar wind flux
(lower panel). (Gloeckler et al., 1994.)

pated. As illustrated in Figure 3.10(b), however, this correlation is very poor. Oddly
enough, the flux of pickup Helium (He+), which is primarily photoionized, is well
correlated with the flux of pickup protons (Figure 3.10). Isenberg and Lee (1995)
have considered the time-dependent photoionization of pickup He+, but the pickup
proton data await elucidation.

3.5. QUASI-LINEAR MODELS.

The evolution of the pickup ion generated waves/turbulence and the pickup ions
themselves have so far been treated independently. This is, of course, certainly
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incorrect and one needs to couple the evolution of both waves, turbulence and
pickup ions self-consistently. Such an approach was initiated in the seminal paper
of Lee and Ip (1987) (see also Sagdeev et al., 1986; Galeev et al., 1987, 1991;
Galeev and Sagdeev, 1988 and Lee, 1989). This work was primarily analytical and
numerical models have since been discussed (Gary et al., 1988, 1989; Winske et al.,
1985; Galeev et al., 1987; Gaffey et al., 1988). As with plasma instabilities driven
by pickup ions, this work too was developed primarily in the context of cometary
pickup ions.

The quasi-linear equations that describe the time evolution of a spatially homo-
geneous, gyrotropic phase space distribution of non-relativistic pickup protons in
the presence of Alfvén waves propagating parallel and anti-parallel to the IMFBẑ
are (Lee, 1971; Lee and Ip, 1987)
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, (43)

∂I±
∂t
= 2γ±I± . (44)

The wave growth rateγ± is given by (27). The wave intensitiesI± have been
normalized so that〈δB2〉 =∑n=±

∫∞
−∞ In dkz.

Equation (43) can be expressed in terms of the spherical velocity co-ordinates
v2 = v2

z + v2
⊥ andµ = vz/v, and it is evident that (43) contains the effects of both

scattering in pitch-angle (arccos(µ)) and diffusion in energy space. In the context
of quasi-linear theory, the relevant time scale for pitch-angle scattering isτµ '
|�i|−1B2/δB2

res, whereδB2
res denotes the power in the magnetic field fluctuations

over the cyclotron resonant range i.e., for|kz| ≥ |�i|/u (on assuming thatvz ∼ u).
By approximatingkz ∼ `−1, ` the correlation length, and assumingδB2

res/B
2 ∼ 1,

one obtainsτµ ∼ `/u. Stochastic energization of pickup ions is due to pitch-angle
scattering off Alfvén waves propagating in opposite directions so that the time scale
for diffusion in energy space isτv ∼ u2/V 2

A · τµ. Thus, sinceVA � u, pitch-angle
diffusion dominates initially. Accordingly, Lee and Ip (1987) neglects all energy
diffusion terms in (43) to obtain the reduced equations
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γ̄ (kz, t) ≡ 4πVAe
2

mc2|k|
∫ ∞

0
dvv2

∫ 1

−1
dµ
(
1− µ2) δ (µ−�i/vkz) ∂f

∂µ
,

wherekr ≡ �i/µv is the resonant wave number for a proton of velocityv, pitch-
angle arccosµ, and gyrofrequency�i. Furthermore,|µv| � |VA| is assumed.
For reasons of simplicity and tractability, the divergent behaviour atµ ' 0 is
neglected and it is assumed that the exceptional region in phase spaceµ ∼ VA/v

neither blocks transport in pitch-angle nor invalidates the above quasi-linear model.
Very low frequenciesω in the cyclotron-resonance condition are also neglected by
comparison withµvkz.

Lee and Ip (1987) assumes for simplicity the distributionf = δ(v−v0)F (µ , t).
Equations (45) and (46) can then be integrated analytically and yield the time
asymptotic wave spectrum as

2I±(kz,∞) = ±C(kz)+
{[
C(kz)

]2+ 4I+(kz,0)I−(kz,0)
}1/2

, (47)

where
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= I+(kz,∞)− I−(kz,∞) . (48)

For representative nominal solar wind and neutral parameters at 7.5 AU, the time
asymptotic modification to the Alfvén wave spectrum (47) due to the isotropization
of an initial pickup ion ring-beam distribution is illustrated in Figure 3.11. The
characteristic enhancement discussed in Section 3.2 is again evident.

Thus far, the effect of continual pickup of interstellar protons in an expanding
solar wind has been neglected. Since the change in pickup ion number density with
radial distance is dnPI = nH(r, θ)(r/r0)

2/(τ0
ionu) dr, the expansion of (47) and (48)

for smallnPI yields
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(49)

The presence of the term proportional tor−1 in (49) reflects the assumption that
I± evolves with radial distance according to a WKB decay lawr−3, as discussed
in Section 3.3, and this may not be completely warranted in the outer heliosphere.
Nonetheless, (49) can be integrated exactly (Lee and Ip, 1987) and, rather than
writing out the full somewhat lengthy result, we present plots of the predicted solar
wind wave spectra at 4.5 and 7.5 AU in Figure 3.12.

Bogdan et al. (1991) have considered the evolution of the pickup ion and as-
sociated wave spectrum for time scales long compared to the pitch-angle scat-
tering/isotropization time scaleτµ. On such long time scales, the largest terms
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Figure 3.11.Approximate H+-modified solar wind wave spectra at 7.5 AU plotted as a function
of normalized wave number for representative parameters. Branches are labeled by solar wind po-
larization (R(L) denoted right(left) polarized) and propagation direction with the+ sign signifying
outward propagation. The solid lines correspond to the unmodified wave spectra. (Lee and Ip, 1987.)

(proportional toVA/v) in (43) vanish, and one can show then that pitch-angle and
velocity diffusion are related by (Skilling, 1975; Schlickeiser, 1989; Bogdan et al.,
1991)
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This relation expresses formally the result that pitch-angle scattering proceeds until
the ions are isotropic in the average wave frame that propagates with velocityVw =
VA · (I+ − I−)/(I+ + I−)ẑ. The use of (50) in (44) and (44) then eliminates the
pitch-angle scattering terms and yields a diffusion equation in velocity space for
theµ-averaged distributionF(v, t) ≡ 1
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Figure 3.12.Predicted solar wind wave spectra at (a) 4.5 AU and (b) 7.5 AU assuming a WKB
evolution of the total power and modification due to continual pickup of interstellar protons. (Lee
and Ip, 1987.)

γ̂ (kz, t) = 16π3V 2
Ae

2

mc2|kz|
∞∫

�i/|kz|
vF(v, t) dv .

In (51) and (52),Q̇PI andQ̇w denote proton and wave source terms that are intro-
duced by the continual injection of pickup ions and their associated waves. These
source terms must be chosen in such a way as to match the short time (τµ) evolution
of both the pickup ion distribution and the waves (Bogdan et al., 1991).

By using representative parameters for pickup ions at 10 AU, Bogdan et al.
(1991) solve (51) and (52) numerically. Their interstellar pickup hydrogen results
are depicted in Figures 3.13 and 3.14. The time evolution of the pickup ion dis-
tribution is illustrated in Figure 3.13 and, like the results presented by Isenberg
(1987), some fraction of the shell pickup ion distribution experience stochastic
acceleration. As is illustrated in Figure 3.14, the large rate of hydrogen pickup
ensures that the growth of waves propagating in one direction is substantial, but
considerable damping occurs for oppositely propagating modes. Thus, although
the wave energy density grows with time, little energy is available for the sto-
chastic acceleration of pickup ions (which would require ideally as many inward
as outward propagating waves). This led Bogdan et al. (1991) to conclude that the
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Figure 3.13.The normalized pickup hydrogen phase space distribution function as a function of
v/uSW at equally spaced times (in units ofu2

SW/π |�i |V 2
A = 682 s) between 59 and 590 and 590

and 5900. (Bogdan et al., 1991.)

simpler linear analysis of Isenberg (1987) may not be appropriate since strong wave
damping must eliminate one of the wave modes. This conclusion should however
be interpreted cautiously since all mode couplings and nonlinear spectral transfer
effects are neglected entirely in the treatment of Bogdan et al. (1991). The rate
at which spectral transfer replenishes the damped Alfvén modes will presumably
control the rate of stochastic energization of the pickup ions. Finally, we note that
even at 10 AU, the observed cross-helicity is very low (< 0.5) in the ecliptic,
indicating that forward and backward modes are almost equal in number.

3.6. DISSIPATION OF PICKUP ION DRIVEN WAVES

If pickup ions were assumed to be assimilated into the solar wind as a result of
wave-particle interactions, then a substantial increase in the thermal temperature
of the solar wind protons would be expected. Such a strong increase in temper-
ature with increasing heliocentric distance is not observed, with the implication
that the solar wind and pickup protons represent two distinct proton populations.
In essence, the solar wind protons form a relatively cold “core” about which is
superimposed a dilute halo of energetic pickup ions. Measurements of the solar
wind protons which only evaluate the thermal spread of the core cannot therefore
determine the effects of heating by pickup ions unless an intermediary effects the
transfer of pickup ion energy to the solar wind core protons.

Fahr and Ziemkiewicz (1988) have suggested that energy diffusion associated
with pickup ions should lead to strong heating of the solar wind. However, since
only a very small fraction of the pickup ion excited waves are resonant with the
solar wind protons, it appears difficult to heat the wind on this basis.
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Figure 3.14.Normalized hydromagnetic wave intensities as a function ofkz/(|�i |/uSW) at equally
spaced times between 0 and 590 and between 590 and 5900. Each panel corresponds to a different
helicity; if B > 0, then the upper panel describes waves with right-handed helicity. (Bogdan et al.,
1991.)

The possibility that a nonlinear turbulent cascade of magnetic fluctuation en-
ergy may lead to the heating of the core thermal solar wind proton distribution
has been suggested by several authors (Isenberg, 1986; Fisk and Goldstein, 1974
(unpublished manuscript)) and was elaborated upon by Williams et al. (1995). The
steady-state radial evolution of the solar wind temperatureT is

d

dr
(κT )+ 4

3

κT

r
= 2

3

Q̇

unSW
, (53)

whereQ̇ denotes a temperature source term andκ is Boltzmann’s constant. Williams
et al. (1995) assumes that the source term may be decomposed asQ̇ = Q̇PI+Q̇other,
whereQ̇PI is the heating rate associated with the local dissipation of pickup ion
generated MHD waves. All other heating sources (shocks, stream shear) are in-
cluded inQ̇other. As discussed in Section 3.2, the waves excited by the ring-beam
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Figure 3.15.The Voyager 2 radial temperature profile (50-day averages) interpreted as the sum of two
effects: power law temperature dependence in the inner heliosphere and pickup associated heating in
the outer heliosphere. (Williams et al., 1995.)

pickup ion distribution contain a fractionVA/u of the energy present in the ring
distribution. For a perpendicular IMF geometry, the asymptotic wave energy is
E∞w ∼ mnPIVAu (Section 3.2) and so

Q̇PI ' εmVAu
NH

τion
, (54)

(Williams et al., 1995) and the parameterε < 1. Here,ε represents the fraction of
available wave energy that is dissipated in the thermal solar wind proton core and
enters as a parameter.

Williams et al. (1995) makes a crude estimate of the importance ofQ̇PI relative
to Q̇other in the outer heliosphere but an adequate treatment can be achieved only on
the basis of the turbulence models described in Section 3.2. This unfortunately has
yet to be completed. Nonetheless, Williams et al. (1995) estimates that pickup ion
driven dissipation should dominate beyond∼10 AU, which is in accord with the
correlation length plots for̀(r) (Figure 3.6) when pickup ion driving is included
in the turbulence models.

The solution of (53) with (54) is simply
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r
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 . (55)

For the purposes of illustration, the contribution to (55) from the termQ̇other is
taken to beT ∝ r−α , whereα < 4

3. Figure 3.15 displays three theoretical profiles
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Figure 3.16.(a) Contours of the background distribution functionv⊥f (v⊥, v‖) at the conclusion
of the Gray et al. (1996) simulations. Approximate trapping widths about the resonant velocity
are indicated by vertical lines in the bottom and middle frames. The corresponding lines for the
βSW = 0.01 are off the scale. (b) Evolution of the wave energy(δB/B0)

2 for different initial choices
of βSW. (Gray et al., 1996.)

superimposed on Voyager 2 data (Richardson et al., 1994; Williams et al., 1995).
The three theoretical temperature curves are (1) a power law∝ r−0.9 that passes
through the minimum wheṅQPI = 0, (2) the pickup ion driven solution (̇Qother=
0) which gives an adiabatic profile initially (see also a related figure in Fahr and
Ziemkiewicz, 1988), and (3) a sum of profiles (1) and (2).

The theoretical profiles depicted in Figure 3.15 are, of course, steady-state solu-
tions whereas the Voyager 2 data are a complicated function of time and distance.
The important point made by this simple model is that the temperature profile can
be attributed to an adiabatic expansion with possibly independent heat sources in
both the inner and outer heliosphere. The current practice of fitting solar wind
radial temperature profiles with a single power law may not be physically mean-
ingful. More detailed self-consistent calculations are needed and are the subject of
ongoing work.
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Figure 3.17.Velocity space schematic of pickup ions and background plasma in the rest frame of
the solar wind. Pickup ions and solar wind particles are scattered by AIC modes along surfaces of
constant energy in the wave frame. (Gray et al., 1996.)

On the basis of recent hybrid simulations, Gray et al. (1996) made the important
point that an Alfvén ion cyclotron (AIC) instability generated by a pickup ion ring
beam had modes with resonant velocitiesvres≡ (ω −�i)/kz close to the thermal
speed of the solar wind. Thus, unlike the treatment by Williams et al. (1995) in
which pickup ion generated wave energy is assumed to cascade to smaller scales
where it then dissipates into the solar wind protons, the growing AIC mode can
couple directly to the solar wind proton distribution. By means of a 21

2D hybrid
simulation in which the initial pickup ion distribution is a cold ring beam (∝ δ(v⊥−
u sin θ)δ(vz − u cosθ), θ the angle between the solar wind velocity and the
IMF), Gray et al. (1996) found that the growing AIC mode is damped by cyclotron
resonance with solar wind protons and this leads to the perpendicular heating of
the background solar wind. Shown in Figure 3.16(a) is the background solar wind
distribution at the end of three simulations, each of which used a different initial
solar wind plasma betaβSW (i.e., excluding pickup ions). AsβSW decreases, the
perpendicular to parallel temperature ratioT⊥/T‖ for the background solar wind
increases markedly.

For particle motion in a circularly polarized wave, the trapping width may be
estimated as (Lutomirski and Sudan, 1966)

vtrap'
√
(δB/B0)�iv⊥/kz , (56)

where δB is the amplitude of the wave magnetic field. In Figure 3.16(b), the
temporal evolution of wave energyδB2/B2

0 for the three differentβSW values is
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illustrated, showing the saturation levels. Since the AIC mode has essentially the
single frequencyω ∼ 0.7�1 andkz ∼ 1.5�i/VA, these can be used to estimate the
trapping width. The trapping widths are plotted over the background solar wind
distribution function in Figure 3.16(a) (the vertical lines in the plots forβ = 0.1,
1.0). Particles within a trapping width of the resonant velocity will couple to the
wave and scatter along constant energy surfaces in the wave frame. Figure 3.17
shows that the tangent to this surface for the background distribution is predomi-
nantly perpendicular toB0, and hence heating occurs preferentially in that direction
too. Of course, as was discussed above, the assumption of a sharp initial ring-beam
distribution is not entirely reasonable and an important extension to the work of
Gray et al. (1996) would be to consider a more diffuse pickup ion source.

4. Mediation of the Solar Wind by Pickup Ions

Although number densities are too low for the direct interaction of the solar wind
plasma flow with the neutral flux, appreciable momentum and energy exchange is
possible nonetheless through charge exchange of solar wind protons and neutral
hydrogen. As discussed in detail already, in a plasma possessing a sufficiently
strong magnetic field, a newly charged particle acquires a gyrospeed equal to its
initial velocity relative to the plasma and convects with the plasma flow within a
gyroperiod. Although the microscopic details of this process are complicated and
depend on the plasma-magnetic field configuration, the net result of ion pickup
on hydrodynamic scales is qualitatively unique – there is a change in the density,
momentum, and energy of the plasma flow for each act of charged particle pro-
duction or destruction. The basic solar wind models which incorporated pickup
ions at some self-consistent level were formulated in the seminal and far-reaching
papers of Wallis (1971) and Holzer (1972), building on earlier work by Axford
et al. (1963); Patterson et al. (1963); Dessler (1967); Hundhausen (1968); Fahr
(1968); Blum and Fahr (1970); Semar (1970), and Holzer and Axford (1970).

In this section, we consider the mediation of the supersonic solar wind by neu-
tral interstellar hydrogen and defer to Section 5 the global interaction of the solar
wind with the LISM.

4.1. ONE-FLUID MODEL OF THE SOLAR WIND

In formulating a simple model to describe the interaction of the supersonic solar
wind with interstellar neutral H, we shall follow the derivation of Khabibrakhmanov
et al. (1996) who formalized the models of Wallis (1971) and Holzer (1972). This
approach provides a more formal justification of the transport equation used in
Section 3.4. The protons are assumed to satisfy the guiding center kinetic equation
for the distribution functionf (x, µ, v‖ , t) (e.g., Kulsrud, 1983)
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∂f

∂t
+∇ · [(U+ v‖b) f ]+

+ ∂

∂v‖

[
b · ∇

(
−qiφ
me
− µB + U

2

2

)
− v‖b · ∇U · b

]
f = C(f ) , (57)

whereµ ≡ v2⊥/2B is the ion magnetic moment;v‖ andv⊥ the ion velocities parallel
and perpendicular to the direction of the local magnetic fieldB; b ≡ B/B a unit
vector; U = c(E × B)/B2 the solar wind drift velocity;φ the potential of the
electric fieldE along the magnetic field lines (i.e.,b ·∇φ+b ·E = 0); andqi is the
particle charge. The left-hand side of Equation (57) describes the particle response
to the large-scale magnetic field and therefore conserves magnetic moment. All
other interactions are contained in a ‘collision’ termC(f ), these being Coulomb
collisions, wave-particle interactions or terms describing the creation and loss of
particles. The source and sink terms are proportional to the rateν[F(v), f (v)] of
production or loss of particles with a given velocityv, and this is, in general, a
complicated functional of the distribution functions of both plasma particlesf (v)
and neutral particlesF(v).

For photoionization, one has the relatively simple source term

νph(r)F (v) , (58)

where the rate of photoionizationνph is defined completely by the solar UV flux
and is consequently∝ r−2, assuming no appreciable extinction of photon flux.

For charge exchange, a proton with velocityv′ and hydrogen atom with veloc-
ity v yields a hydrogen atom with velocityv′ and a proton with velocityv. The
probability of this reaction occurring is determined by the charge exchange cross-
sectionσc

(∣∣v− v′
∣∣). The ‘collision’ term for charge exchange has the general form

(Holzer and Banks, 1969)∫
|v− v′|σc

(∣∣v− v′
∣∣) [F(v)f (v′)− F(v′)f (v)] d3v′ , (59)

but a simpler form for production which admits an analytic treatment is (Holzer,
1972; Khabibrakhmanov et al., 1996)

F(v)
∫
|v′|σc

(|v′|) f (v′) d3v′ = F(v)〈σcv〉 . (60)

Such a charge exchange production term is valid only under the assumptions that
(i) the neutral velocity is much smaller than the proton velocity, which is certainly
true in the supersonic solar wind but not necessarily in the shocked solar wind
regime, and (ii) that the neutral thermal spread is small. The corresponding loss
term may be expressed as

f (v)|v|σc (|v|)
∫
F(v′) d3v′ = f (v)σc (v) vN , (61)
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whereN is the neutral number density. The particle velocityv in the laboratory
frame is related to the guiding center variables(v⊥, v‖ , φ) by v‖ = v · b andv⊥ =
|(v−U×b|, so allowing the source and sink terms in (57) to be expressed in terms
of guiding center variables only. The gyrophase average can then be performed
explicitly.

On introducing the variables

u = U+ bU‖, U‖ =
∫
v‖f (v) d3v/

∫
f (v) d3v ,

one can take moments of (57) to obtain the continuity and momentum equations as

∂ρ

∂t
+∇ · uρ = νphmN , (62)

∂u
∂t
+ u · ∇u+∇P = −νphmN u

ρ
− 〈σcv〉Nu . (63)

As we show below, the magnetic field can be neglected to leading order in the
outer heliosphere since the magnetic pressure is small compared to that of the total
thermal pressureP (when the pickup ion contribution is included) and the solar
wind ram pressure. However, the geometry of the pickup ion interaction and its
physical properties are determined primarily by the angle between the magnetic
field direction and the flow direction. If the magnetic field is orthogonal to both the
solar wind and neutral flow, the newly born ions move in the plane orthogonal to
B only andv‖ = 0. These ions have only two degrees of freedom implying that
the particles behave on hydrodynamic scales as a gas with adiabatic indexγ = 2.
In this case, equation (57) for the distribution function takes a particularly simple
form,

∂f (u,µ)

∂t
+∇ · [uf (u ,µ)] = νphmNδ (µ− mu2

2B

)
+

+〈σcv〉mN
[
δ

(
µ− mu

2

2B

)
− f (u,µ)

]
, (64)

and it was assumed that the neutral particle velocity distribution is a delta function
in velocity space.

Generally, however, one cannot expect the magnetic field to be orthogonal to the
neutral flow and, as discussed in Section 3, bulk motion of the newly born pickup
ions is possible. Such a motion is unstable to the generation of parallel propagating
Alfvén waves which then scatter the pickup ions almost elastically. The rapid pitch
angle scattering isotropizes the pickup ion distribution and the particles then behave
as a gas with adiabatic indexγ = 5

3.
By assuming strong scattering of the pickup ion distribution, one can average

(57) overθ to obtain an equation describing the isotropic part of the pickup ion
distributionf (e.g., Galeev, 1991; Khabibrakhmanov et al., 1996),
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∂f

∂t
+∇ · uf − 1

3v2

∂

∂v
(v3f∇ · u) = νph

v2
δ(u− v)−

−σcvNf + N
v2
δ(u− v)〈σcv〉 , (65)

where, for simplicity, terms involving the magnetic field have been neglected.
Equation (65) is, of course, equivalent to the pickup ion transport equation (38)
used by Vasyliunas and Siscoe (1976). The limiting forms (64) and (65) of the
kinetic equation (57) are very different, as are the solutions for the pickup ion
distribution function. However, the situation is changed considerably if, instead of
solving Equations (64) and (65), we use instead the pickup ion pressure (i.e., the
second moment off ). Either limiting case yields a single equation for pressureP

in which the appropriate adiabatic indexγ (= 2 or 5
3) must be used. On assuming

spherical symmetry, the hydrodynamic one-fluid model may therefore be expressed
as (Wallis, 1971; Holzer, 1972; Khabibrakhmanov et al., 1996)

nt + 1

r2

(
r2un

)
r
= νphN , (66)

ρut + ρuur + Pr = −νphmNu− 〈σcv〉Nρu , (67)

Pt + uPr + γPur + 2

r
γ uP = (γ − 1)νphmN

u2

2
−

−〈σcv〉N
[
P − (γ − 1)ρ

u2

2

]
.

(68)

For quasi-perpendicular geometries,γ = 2, whereasγ = 5
3 for oblique and parallel

geometries.
Equations (67) and (68) can be expressed in conservation form. If we restrict

our attention to the supersonic solar wind and neglect the thermal motion of plasma
particles, one can assume that the charge exchange cross section is independent of
velocity and use the approximation

〈σcv〉 = σcu .
The momentum and energy equations are then

(ρu)t + 1

r2

(
r2ρu2)

r
+ Pr = −σcNρu2 ,

(
ρu2

2
+ 1

γ − 1
P

)
t

+ 1

r2

[
r2u

(
ρu2

2
+ γ

γ − 1

)]
r

=

= −σcNu
(

1

γ − 1
P + ρu

2

2

)
.
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It is quite straightforward to include magnetic field terms in the above equations
(see, e.g., Holzer (1972) or Isenberg (1986)).

The neutral gas density should be found self-consistently. For a given neutral
gas fluxN∞V∞ at infinity, the neutral gas number density along the stagnation line
can be obtained from the neutral gas continuity equation,

−d(VN)

dr
= −νphN − 〈σcv〉Nn . (69)

The two continuity equations (66) and (69) can be combined as a single second-
order differential equation after assuming a fixed velocity for the neutral interstellar
gasV∞, thus

d

dr

r2

N

dN

dr
= σcνphN

V∞
, (70)

subject to the boundary conditions

N(∞) = N∞ , V∞
N

dN

dr
(r = r0) = ν0

ph + σcn0u0 , (71)

where ‘0’ denotes evaluation at 1 AU. The transformation

N/N∞ = exp

[
ν0
ph + σcn0u0

r/r0
+ y(x)

]
, x ≡ −r0/r ,

reduces (70) to an equation iny(x) with homogeneous boundary conditions

x2 d2y

dx2
= σcνph

V∞
exp

[
(ν0
ph + σcn0u0)x + y(x)

]
,

y(0) = 0; y′(−1) = 0 . (72)

By regarding the termσcνph/V∞ as a small parameter, the zeroth-order solution to
(72) is the familiar result

N/N∞ = exp

[
ν0
ph + σcn0u0

r/r0

]
,

(Axford, 1972; Vasyliunas and Siscoe, 1976].
By introducing the sound speedC2

s = γP/ρ and the Mach numberM = u/c,
equations (66)–(69) can be combined as an equation forM2 (Wallis, 1971; Holzer,
1972; Khabibrakhmanov et al., 1996)

M2− 1

M2

dM2

dr
= 2

r

[
2+ (γ − 1)M2]

+σcN γ + 1

γ
− N

2

(
σc + mνph

r2ρu

) (
γM2+ 1

) [
(γ − 1)M2+ 2

]
. (73)
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TABLE II

Typical solar wind parameters

σc (cm2) 5× 10−15

n0u0 (cm−2s−1) 3× 108

N∞ (cm−3) 0.1

V∞ (km s−1) 20

ν0
ph

(s−1) 9× 10−8

Expression (73) is a little less general than that given by Holzer (1972) since
magnetic and gravitational terms are neglected here but all the important points
can nonetheless be made on the basis of this equation.

4.2. STEADY-STATE ONE-FLUID SOLUTIONS

A closed form solution to the wind equation (73) cannot be obtained but general
properties are easily inferred and numerical solutions are straightforward to obtain.
For a non-expanding flow, the wind equation shows that continuous flow through
the the sonic pointM = 1 is not possible since the right-hand side is non-zero
for M = 1. Accordingly, a shock transition is necessary in this case. The spher-
ical expansion of the solar wind introduces the possibility, however, of a smooth
transition from a supersonic to a subsonic flow. A related extensive discussion of
the deceleration of the solar wind in the vicinity of an outgassing comet also exists
(e.g., Ip and Axford, 1990). The critical point atM = 1 (when both the left-hand
side and right-hand side of (73) are zero simultaneously) is quite different from
that of the familiar critical point that arises in Parker’s model of the expanding
and accelerating solar wind (Parker, 1958; Holzer, 1979). The sonic point near the
sun is a saddle point with only one physically meaningful solution passing along
a separatrix through the critical point. The topology of the steady-state solutions
near the critical point admitted by (73) is more complicated.

A family of solutions to (73) can be determined numerically for the parameters
listed in Table II. Initial Mach numbers ofM = 2, 4, and 6 are assumed for the
solar wind at 1 AU, and the results are plotted in Figure 4.1. As one expects from
physical considerations, the Mach number profiles increase initially until the neu-
tral hydrogen density dominates. Beyond the ionization cavity, charge exchange is
sufficiently effective to both decelerate the flow and, more importantly, to increase
the effective solar wind ‘temperature’ (by including the hot pickup ion halo). The
net effect is to decrease the solar wind Mach number.

As illustrated in Figure 4.1, the radial Mach number profiles are all asymptotic
to the same value asr increases. Such behaviour can be understood in terms of
the nature of the critical point which exists at large heliocentric distances as the
Mach number approaches 1. The critical or sonic point is an improper node with
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Figure 4.1.Profiles of the Mach numberM for the three casesM = 2, 4, and 6 atr = 1 AU for
γ = 5/3. (Khabibrakhmanov et al., 1996.)

two separatices. The physically meaningful upstream solutions all approach the
critical point along the lower separatrix and the low Mach number solutions are
indistinguishable from the separatrix. Following Wallis (1971), we can introduce
the variable

η = γ M2− 1

γM2+ 1
, (74)

so allowing the Mach number equation (73) to be rewritten as

dη

dr
= 2

r

(γ 2− η2)(1− η)
γ + 1

+ αN (γ + η)(1− η)
2

γ + 1
−

−N
2

(
α + β

r2ρu

)(
γ 2− η2

)
.

(75)

The critical point occurs when the right-hand side of (75) is simultaneously zero
with η = 0, i.e.,M = ±1. Thus, the sonic point atN ' 1 for r � 1 is located at

Rs = 4γ

(γ − 1)(γ + 2)α + (γ + 1)γβ/(r2ρu)
. (76)

Whenβ � α (as is the case for the solar wind), the distance to the critical point
is determined byN∞ only and is quite independent of the initial flow conditions at
1 AU.

In the neighbourhood of the critical point, the solution forη may be expressed
as (Khabibrakhmanov et al., 1996)

η2 = aη(r − Rs)+ b(r − Rs)
2

2
+ · · · , (77)
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where

a = −γ
2

2

(
α + β

r2ρu

)
− γ − 1

γ + 1
α ;

b = −γ
2(γ + 1)

8

(
α + β

r2ρu

)2

+ γ
2

(
α + β

r2ρu

)
α − 1

2(γ + 1)
α2 .

Equation (77) can be used to determine the distance to a point in the solar wind
flow having a particular critical valueMc of the Mach number.

If we assume that the critical Mach numberMc of the termination shock is
determined by the internal stability of the mass-, momentum-, and energy-loaded
solar wind flow (Khabibrakhmanov et al., 1996), then the distance to the termi-
nation shock is determined by the interstellar neutral gas densityN∞ only. Such
a criterion is quite different conceptually from from the usual manner in which
the termination shock is located i.e., a balancing of the forces between the solar
wind and the interstellar medium. Of course, if one simply models the solar wind
as decelerating in the outer medium (e.g., Pauls and Zank, 1997) with a given
radial rate, one can then balance the solar wind ram pressure against the LISM
total pressure to determine the shock location. The rate at which the solar wind
decelerates depends, as discussed above, onN∞ however.

An important point not addressed by either Wallis (1971) or Holzer (1972) in
their original analysis but discussed by Khabibrakhmanov et al. (1996) is that the
double-valued function of (77) represents the separatrices at an improper node.
Continuous flow is represented by the solution whose tangent to the functionη(r)

is the same on both sides of the critical point. In principle, it is possible for the
solution to ‘jump’ to another separatrix after crossing the the critical point. Such
a flow has continuous density, velocity, and pressure but a finite jump in the first
derivatives of these three parameters. Such a weak discontinuity (e.g., Landau and
Lifshitz, 1987) propagates along the characteristics with a propagation speed of
one ofu or u ± Cs. Consequently, a stationary weak discontinuity can exist only
at the critical point whereu = Cs, and the jump conditions for the derivatives are
defined by the discontinuity in the tangents for the two different separatrices in
(77). A weak discontinuity at the critical point may be an appropriate solution if a
smooth transition behaves improperly in the subsonic region.

The introduction of a small but finite viscosity allows one to determine which
of the two solution possibilities can be realized (see Owocki and Zank (1991) and
Khabibrakhmanov et al. (1996)). Near the critical pointx = r − Rs, equation (77)
can be extended to include a finite viscosityµ to read (Owocki and Zank, 1991)

µ
d2η

dx2
= η dη

dx
− aη − bη .

On expanding the right-hand side in the vicinity of the equilibrium solutionsη =
η0+ y, one obtains
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µ
d2η

dx2
= ±

√
a2+ 4by , (78)

where positive and negative values correspond to those solutions near the corre-
sponding separatrix. In general, forx > 0, solutions near one of the separatrices are
unstable, while all stable solutions are attracted to the second separatrix. Thus, only
those solutions corresponding to the lower separatrix forr > Rs are meaningful in
the limit of vanishing viscosity. On the other hand, all solutions with realistic solar
wind data atr = 1 are attracted to the other separatrix atr < Rs. This suggests
that the sonic transition must be a weak discontinuity whenµ = 0.

Plotted in Figure 4.2 is the steady-state solution to the the model equations (66)
–(68) subject to the assumptions thatN(r) = NH∞ exp

[−λ/r], TH = TH∞ =
104 K, andV = VH∞ = 20 km s−1. Hereλ = 4 AU defines the ionization cavity
length scale,νph = 0, and the adiabatic indexγ = 5

3. The dashed lines in Figure 4.2
depict a solution for which pickup ions are absent, i.e., the momentum and energy
source terms are set to zero and the solar wind is purely adiabatic. The solid lines
depict the steady-state solar wind when pickup ions are included explicitly and,
while the density continues to fall off essentially asr−2 with increasing heliocentric
distance, considerable differences in the radial profiles for pressure, temperature,
Mach number and velocity are apparent. Care should be exercised in interpreting
the temperature profile, however, as was discussed above. The increase in solar
wind temperature corresponds primarily to the temperature of pickup ions (which
have energies of∼ 1 keV) and not to solar wind protons (which may experience
some heating via both (weak) compression and turbulent dissipation). Nonetheless,
the presence of a hot pickup ion population, whose internal energy dominates that
of the solar wind and which is coupled to the solar wind by scattering offin situand
self-generated turbulence, can be expected to effect the dynamics of local processes
in the outer heliosphere considerably. Examples include the role of pickup ion
pressure in the outer heliosphere (Burlaga et al., 1994), pickup ion acceleration at
interplanetary shocks (Gloeckler et al., 1994; Zank et al., 1996; Lee et al., 1996],
and the propagation of shocks (Zank and Pauls, 1997).

In concluding this subsection, one should note the importance of pickup ions
for the development of solar wind models in the outer heliosphere. The presence of
pickup ions in the outer heliosphere allows one to adopt a primarily hydrodynamic
rather than an MHD description for much of the overall dynamics. In the absence
of pickup ions, the outer heliosphere is dominated by the interplanetary magnetic
field and the plasma beta (ratio of gas to magnetic field pressure)β(60 AU) '
0.01. By contrast, the contribution by pickup ions yields a corresponding value of
β(60AU) ' 3 (Zank et al., 1995, 1996).

4.3. PERTURBATION ANALYSIS OF THE ONE-FLUID MODEL

Lee (1996) presented an attractive perturbation analysis of a reduced form of the
one-fluid equations (66)–(68). Since this approach is quite revealing in clarifying
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Figure 4.2.Steady state plots of (a) number density, (b) radial flow velocity, (c) gas pressure, (d)
temperature, and (e) Mach number as a function of heliocentric distanceR. Dashed lines correspond
to an adiabatic model, and solid lines correspond to a pickup ion mediated model of the heliosphere.
(Zank and Pauls, 1996.)
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the role of interstellar H in the outer solar wind, we discuss this calculation briefly.
A related calculation to estimate the strength of the termination shock was given
too by Isenberg (1996).

The steady state, spherically symmetric hydrodynamic equations with simpli-
fied momentum and energy source terms are

1

r2

d

dr

(
r2ρu

) = 0 ; (79)

1

r2

d

dr

(
r2ρu2)+ dP

dr
= −σcNρu2 , (80)

1

r2

d

dr

[
r2u

(
1

2
ρu2− γ

γ − 1
P

)]
= −σcN ρu

3

2
. (81)

By assuming that the total pressureP (solar wind and pickup ion) is significantly
less than the solar wind ram pressure, we can introduce the scaling parameterε ∼
P/ρu2 and assume thatε ∼ σNr. At zeroth order inε, one has the free streaming
expanding solar wind solution

u = U0, ρ = ρ0 (r0/r)
2 . (82)

The first-order solution for the total pressureP and the correction to the radial fluid
velocity is

P = γ − 1

2(2γ − 1)

ρ0r
2
0U

2
0

r
σcN , (83)

u = U0

(
1− 3γ − 1

2γ − 1

σcN

2r

)
, (84)

so illustrating both the deceleration of the solar wind and the non-adiabatic char-
acter of the radial pressure profile (c.f., Figure 4.2). The sound speed is therefore

C2
s ≡ γP/ρ =

γ (γ − 1)

2(2γ − 1)
U2

0σcNr , (85)

which increases with increasing heliocentric distance and yields a decreasing hy-
drodynamic Mach number

M = 1− [(3γ − 1)/(2γ − 1)]σcN/r√[γ (γ − 1)/2(2γ − 1)]σcNr . (86)

One can therefore expect the Mach number of the termination shock to be consid-
erably smaller than that terminating an equivalent adiabatic solar wind (i.e., a wind
not mediated by the presence of pickup ions).
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4.4. THE THREE-FLUID MODEL

An important extension to the one-fluid solar wind model of Section 4.1 was pre-
sented by Isenberg (1986). As has been alluded to in Section 4.1, one-fluid solar
wind models assume essentially that wave-particle interactions proceed sufficiently
quickly that pickup ions are soon assimilated into the solar wind, becoming indis-
tinguishable from solar wind protons. As illustrated in Figure 4.2, a substantial
increase in the solar wind temperature with increasing heliocentric distance is then
predicted. Such a predicted temperature increase is, of course, not observed in the
outer heliosphere (Gazis, 1994; Richardson et al., 1995). As observed by Vasyliu-
nas and Siscoe (1976) and Holzer (1977), pickup ions are unlikely to be assimilated
into the solar wind completely. Instead, the pickup ion driven waves may isotropize
and so stabilize the pickup ion distribution (and perhaps provide some residual
heating of the solar wind protons). Thus, wave-particle interactions can be expected
to produce two co-moving thermal proton populations. Further assimilation of the
pickup ions into the solar wind distribution proceeds via Coulomb collisions.

The various interaction time scales accessible to the pickup ion and solar wind
proton populations were analyzed carefully by Isenberg (1986). Three processes
may lead to the equilibration of pickup ions with the solar wind: (i) pitch-angle
scattering in the wave/turbulence field; (ii) energy diffusion in the wave/turbulence
field, and (iii) Coulomb collisions with the solar wind ions. The characteristic
scales may be denotedτµ, τν and τC respectively and these are to be compared
to the characteristic solar wind flow timeτf = r/u. Estimates forτµ andτν were
derived in Section 3.5. The Coulomb time scale is given byτC = 0.294/nPI(TSW+
TPI)

3/2 s (Spitzer, 1962) wherenPI is the pickup ion number density andTSW(PI) the
solar wind (pickup ion) temperature in degrees K. Using reasonable parameters,
Isenberg (1986) finds thatτC(∼ 1012s) � τf (∼ 106s). Thus, regardless of the
relative ordering ofτµ, τν andτf , the very large Coulomb collision timeτC shows
that pickup ions cannot be assimilated into the solar wind. Ifτµ, τν � τf (� τC),
then the pickup ion distribution will not have steep or positive gradients in velocity
space and the pickup ion distribution is effectively thermalized and co-moving with
the solar wind flow.

In view of this ordering of time scales, a model which distinguishes the pickup
ions from the solar wind ions is clearly appropriate and this can be developed in
a straightforward fashion. The key assumption in the model advanced by Isenberg
(1986) is that pickup ions and solar wind ions are perfectly co-moving – i.e., that
there is no spatial diffusion by the pickup ions scattered in the MHD turbulence
field. The pickup ion distribution is also assumed to be isotropic, so simplifying
the energy equation. The one-fluid model (66)–(68) is then modified to read

∂nSW

∂t
+ 1

r2

∂

∂r

(
r2unSW

) = −〈σcv〉NnSW , (87)

∂nPI

∂t
+ 1

r2

∂

∂r

(
r2unPI

) = νphN + 〈σcv〉NnSW , (88)
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∂
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(ρu)+ 1

r2

∂

∂r

(
r2ρu

)+ ∂P
∂r
= −〈σcv〉Nρu , (89)

where (89) represents a total momentum equation. The two energy equations can
be expressed in conservation form as
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(91)

Here, the total number densityρ = mn = m(nSW+ nPI), andP = PSW + PPI,
wherePSW/PI = nSW/PIkTSW/PI is the solar wind/pickup ion pressure. Isenberg
(1986) integrated a slightly more general set of equations than (87)–(91) to obtain
the steady state radial solar wind profiles illustrated in Figure 4.3. Three different
values for the neutral H number densityN were adopted (i:N = 0.03 cm−3; ii:
N = 0.1 cm−3; iii: N = 0.3 cm−3). As before, the pickup ions decelerate the
solar wind, the pickup ion number density exhibits a broad maximum, and, most
importantly, the pickup ions are maintained at a high temperature while the solar
protons cool essentially adiabatically.

5. Global Models of the Solar Wind-LISM Interaction I. Hydrodynamic
Models

The dynamical or ram pressure (ρu2) and thermal pressurep of the solar wind
decrease with increasing heliocentric distance and must reach a value which even-
tually balances the pressure exerted by the LISM. The relaxation towards pressure
equilibrium between the solar and interstellar plasmas is characterized by (i) a
transition of the supersonic solar wind flow to a subsonic state, and (ii) a diver-
gence of the interstellar flow about the heliospheric obstacle. The transition of the
supersonic solar wind is most likely accomplished by means of a shock transition,
the termination shock (denoted by TS), and it is anticipated (hopefully) that at least
the Voyager spacecraft will encounter this boundary in the early 21st century. The
divergence of the LISM flow about the heliosphere may be accomplished either
adiabatically (if the relative motion between the sun and the LISM is subsonic) or
by means of a bow shock in the case of supersonic relative motion.
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Figure 4.3.(a) Steady state solar wind and pickup proton number densities, (b) solar wind velocities,
and (c) solar wind and pickup ion temperatures as a function of radial distance for three different
values of the neutral H number density (i:N = 0.03 cm−3; ii: N = 0.1 cm−3; iii: N = 0.3 cm−3).
(Isenberg, 1986.)
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Although one can estimate the location of the TS and the heliopause (HP),
the discontinuity separating solar wind material from the interstellar plasma (a
contact discontinuity in the case of gas dynamics), using simple pressure balance
arguments, the problem of the interaction of the solar wind with the LISM is
fundamentally multi-dimensional. Thus, the main advances in our understanding
of global heliospheric structure since the pioneering work of Davis (1955), Parker
(1961, 1963), Axford et al. (1963) and Baranov et al. (1970) have been more recent
and based largely on computer simulations. The initial simulations were based
on pure one-fluid gas dynamic models and only now has the inclusion of neutral
interstellar Hydrogen been considered self-consistently.

In this section, we discuss first the quasi-analytic models of the heliosphere
developed primarily by Parker (1961, 1963) and Baranov et al. (1970) (Section 5.2)
before describing numerical gas dynamic models in the absence of interstellar neu-
trals (Section 5.3). This section includes both 2D and 3D models. In Section 5.4,
we discuss global solutions for neutral interstellar hydrogen as it traverses a pre-
scribed heliospheric plasma configuration. In Section 5.5, fully coupled models of
the solar wind and LISM plasma and neutral interstellar hydrogen are described.
Finally, in Section 5.6, the self-consistent models are used to infer the structure of
the heliosphere from Lyman-α observations.

Relegated to the following section (Section 6) is a discussion about the inclu-
sion of interplanetary and interstellar magnetic fields into models of the global
heliosphere. This reflects, unfortunately, our somewhat inadequate understanding
of the role magnetic fields play in determining the global structure and properties
of the heliosphere and our poor knowledge of the interstellar magnetic field.

In the absence of magnetic fields, the interaction of the solar wind with the
LISM is governed by the usual gas dynamic equations,

∂ρ

∂t
+∇ · ρu = Qρ , (92)

∂

∂t
(ρu)+∇ · (ρuu)+∇p = Qm , (93)
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+∇ ·
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1

2
ρu2u+ γ

γ − 1
up
)
= Qe , (94)

where the charge exchange termsQρ ,Qm, andQe represent source terms of den-
sity, momentum, and energy respectively. As before,ρ, u, andp denote plasma
density, velocity, and total pressure (electrons and ions) and the electron and ion
temperatures are assumed to be equal. The adiabatic indexγ = 5

3. The source
terms couple the plasma and the neutral H distribution and, in principle, one needs
to compute the evolution of both distributions simultaneously.
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5.1. PROPERTIES OF THELISM

Before turning to the various models of the solar wind interacting with the LISM,
we need to describe the properties of the LISM. It should be emphasized that many
of the pertinent physical parameters of the LISM are poorly constrained and so, by
implication, the detailed solar wind/LISM interaction is not yet well understood.
We do not know, for example, whether the LISM flow is even super- or subsonic.
Our best inferences about the LISM flow velocity and temperature have been made
on the basis of observations of neutral interstellar H and He within the heliosphere.

As neutral interstellar hydrogen flows into the heliosphere, it experiences some
deceleration and ‘filtration’ on its passage through the heliospheric boundaries,
before it acts to decelerate the supersonic outflowing solar wind. The weak cou-
pling of neutral interstellar hydrogen and plasma through the process of resonant
charge exchange (which provides an effective volumetric force) affects both distri-
butions in important ways. This is crucial to understanding the LISM/solar-wind
interaction, and is profoundly important in determining the global structure of the
heliosphere.

Besides interstellar hydrogen, interstellar helium, neon, oxygen, nitrogen and
other heavy neutral atoms flow relatively unimpeded into the heliosphere but their
dynamical influence on the solar wind is not very important. Conversely, the plasma
may effect some of the the inflowing neutral distributions in important ways, e.g.,
oxygen but probably not helium.

Ionization of slow moving neutrals in the heliosphere by either photoionization
or charge exchange creates pick-up ions which then respond to the various plasma
physical processes in the solar wind. The average radial distance from the sun at
which a significant fraction of the interstellar neutrals is singly ionized is different
for different interstellar atoms and depends on the ionization rates which scale
crudely with the first ionization potential of the atom. Thus, interstellar helium can
flow into nearly 0.3 AU whereas neutral hydrogen, oxygen, nitrogen and neon are
relatively rare within several AU.

Evidence for the presence of interstellar hydrogen and helium in the heliosphere
was provided initially by the measurement of resonantly scattered solar UV light
(Bertaux and Blamont, 1971; Thomas and Krassa, 1971). Subsequent measure-
ments have tried to infer the density, temperature and (relative) velocities of hydro-
gen and helium (Adams and Frisch, 1977; Bertaux et al., 1985; Ajello et al., 1987).
Analyses have concentrated on the strongest resonance lines, H 1216 Å (Lyman-
α) and He 584 Å. Briefly described, as solar photons travel outward they scatter
resonantly from heliospheric H and He atoms (Thomas, 1978). These scattered
photons are detected by the Voyager and Pioneer 10 UV instruments, and the
intensities vary with heliocentric distance, pointing direction, and the illuminating
solar flux (Hall, 1992). H 1216 Å photons are expected to travel of order 10 AU
before scattering, and He 584 Å photons scatter after traversing some 100 AU. The
vast majority of H 1216 Å measurements have been obtained by spacecraft within
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5 AU of the Sun, where the lines are dominated by scattering from within 10 to
20 AU. Only the Voyager and Pioneer 10 spacecraft have obtained observations of
these resonance lines beyond 5 AU.

With the launch ofUlysses, two novel instruments now provide direct measure-
ments for the physical parameters of the interstellar gas in the heliosphere.

(1) Close to the Sun (within∼5 AU), the local distribution of interstellar neu-
tral helium has been measured, using an impact-ionization method (Witte et al.,
1992), by theUlysses/GAS experiment. These measurements provide the velocity
and direction of the flow of interstellar He as well as its temperature and density.

(2) The densities and velocity distribution functions of the pickup ions H+,
He+, 4He++, 3He+, N+, O+ and Ne+ have been determined by theUlysses/SWICS
experiment (Gloeckler et al., 1993; Geiss et al., 1994; Gloeckler and Geiss, 1996).
By assuming a model for the transport of interstellar neutrals within the heliosphere
(e.g., the ‘hot model’ – Thomas, 1978; Ruciński and Bzowski, 1995), the pickup
ion data can then be used to infer the neutral parameters at the heliospheric termi-
nation shock or possibly even beyond, depending on the importance of filtration.

In Table III, we summarize the hydrogen and helium parameters and their method
of determination. As can be seen, there is some disagreement in the inferred num-
ber density of neutral hydrogen in the LISM and this is a result of H filtration at the
heliospheric boundaries, which makes it very difficult to relate heliospheric pickup
ion data directly to the LISM H. Secondly, there is some disagreement regarding
the temperature of neutral hydrogen in the interplanetary medium. However, the
interstellar helium temperature now appears to be well constrained and, by impli-
cation, that too of the interstellar H. The results presented in Table III provide a
basis for developing and constraining global heliospheric models.

From the observations of interstellar neutrals, the bulk velocity for the LISM
flow is∼ 26 km s−1 and the plasma temperature∼ 8000 K.

If the He density measured within the heliosphere by theUlysses/GAS experi-
ment can be related simply to its density in the LISM (as we expect, but this has to
be tested in detail, especially for a one-shock model), then the combination of the
local measurement (Witte et al., 1996) with H and He column densities and ratios
through the Local Cloud, as measured by EUVE, yields a strong set of limits on
the local interstellar densities and ionization fraction of H and He (Vallerga, 1996).
Using the measurements of Dupuis et al. (1995) forNH1/NHe1 ' 14,XH < 0.4,
XHe < 0.5 (whereNion/atom is a column density (cm−2), XH,He the ionization
fraction of H and He respectively towards HZ 43) together with that of Witte
et al. (1996) for local He (n(He1) = 0.014± 0.003 cm−3, n(ion) the number
density), one can derive upper limits on the number density of H and H1. If we
assume that H is more strongly ionized than He and that the He ionization fraction
is constant throughout the local cloud [e.g., Frisch, 1995], then we have locally
n(H1)/n(He1) ≥ 14 cm−3. The maximum values allowed by these measurements
for the local density of H and He can be derived using (Vallerga, 1996)
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TABLE III

Hydrogen and Helium parameters derived from various experiments

Method Velocity Density Temperature Observations

(km s−1) (×10−2 cm−3) (K)

Interstellar helium

Pickup He+(1) 23–30 0.9–1.2 4800–7200 AMPTE

Pickup He+(2) 1.5 ULS/SWICS

Pickup He++(2) 1.5 ULS/SWICS

Direct(3) 25.3± 0.4 1.4–1.7 7000± 600 ULS/GAS

UV(4) 19–24 0.5–1.4 8000 Prognoz, V1, V2

Interstellar hydrogen

Doppler-shifted

absorption lines5 25.7 HST

Interplanetary hydrogen

Pickup H+(2) 11.5± 2.5 ULS/SWICS

UV(5) 18–20 8000 HST

UV(6) 19–21 6.5 8000 Prognoz

UV(7) <20 000 Copernicus

UV(8) 18–20 30 000 HST (downstream)

UV(9) 14 8000 Prognoz

(1)Möbius (1996)
(2)Gloeckler (1996)
(3)Witte et al. (1996)
(4)Chassefíere et al. (1988)
(5)Lallement (1996)
(6)Bertaux et al. (1985)
(7)Adams and Frisch (1977)
(8)Clarke et al. (1995)
(9)Quémarais et al. (1995)

n(He) = n(He1)
1−XHe

< 0.034;

n(HeII ) = XHen(He) < 0.017;

n(H) = 10n(He) < 0.34;

n(H II) = XHn(H) < 0.14;

ne = n(H II )+ n(HeII ) < 0.15.
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TABLE IV

Local limits of the H and He densities (in cm−3) with and without the
modelled effect of a stellar EUV radiation field (Valerga, 1996).

Atom/Ion Without EUV radiation With EUV radiation

Lower Upper Lower Upper

HeI 0.011 0.017 0.011 0.017

HeII 0.004 0.017 0.004 0.0017

He 0.015 0.034 0.015 0.014

H I 0.15 0.34 0.15 0.34

H II 0.00 0.14 0.03 0.14

H 0.15 0.34 0.18 0.34

Lower limits can be derived similarly. These limits are summarized in Table IV
(Valerga, 1996). A similar range of values has been derived by Gloeckler (1996).
This then provides limits on both the proton and neutral H number density.

Although most models assume that the interstellar wind impinging on the he-
liosphere is supersonic, thus necessitating a two-shock interaction model (Baranov
et al., 1971; Baranov, 1990), it is by no means clear that such an assumption is
completely warranted. Our knowledge of both the local interstellar magnetic field
strength and orientation and the energy density in cosmic-rays is unfortunately
somewhat rudimentary. The canonical interstellar pressure contributed by cosmic-
rays is∼ 10−12 dynes/cm2 (Ip and Axford, 1985) with perhaps∼ (3 ± 2) ×
10−13dynes/cm2 contributed by cosmic-rays of energy 300 MeV nucl−1 and less.
These estimates are very uncertain, particularly at MeV energies. It is entirely pos-
sible that low energy cosmic-rays are excluded completely from the solar wind due
to enhanced scattering in the heliosheath and perhaps beyond. Such a possibility,
and the attendant implications for the termination shock location, was discussed by
Suess and Dessler (1985) and Zank et al. (1996). Furthermore, the degree of cou-
pling between cosmic-rays and the thermal interstellar gas is quite obscure since we
possess very little information about the turbulent local interstellar magnetic field.
Adopting very reasonable LISM parameters together with a cosmic-ray pressure of
3× 10−13 dynes cm−2 yields an interstellar flow that is subsonic.

Finally, little is known directly about the magnitude and direction of the mag-
netic field in the LISM. An upper limit on the very local interstellar magnetic field
strength is derived simply from Voyager not yet having encountered the termination
shock. This exercise is not particularly fruitful and yields upper limits that can
range from∼ 4.3–∼ 6.6µG depending on the choice of parameters and the degree
to which charge exchange decelerates the solar wind. The ‘local galactic’ magnetic
field magnitude, derived from Faraday rotation measures of pulsars, has an average
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value of∼ 1.5 µG (Rand and Kulkarni, 1989; Frisch, 1994). The derivation of
this estimate involves an algebraic average of the line-of-sight component of the
interstellar magnetic field towards the pulsars, hundreds or thousands of parsecs
distant. In addition, the interstellar field is thought to be quite turbulent, with eddy
sizes perhaps as large as 50 parsecs. The random magnetic field component may
have a strength of∼ 5.5µG in the very simple model of Rand and Kulkarni (1989).
By considering observations of polarization in the nearest stars (∼ 2–30 pc from
the sun), a crude estimate for the direction of the LISM magnetic field can be
made and Tinbergen (1982) and Frisch (1995) suggest that it lies perpendicular to
the interstellar flow velocity vector. More recently, Gloeckler et al. (1997), using
pickup hydrogen and helium data, suggest a magnetic field strength in the LISM
of between∼ 1.3 and∼ 2 µG, assuming supersonic flow. Evidently, conclusions
about the strength and direction of the local interstellar magnetic field are extremely
tentative.

5.2. THE ANALYTIC MODELS

Consider first a steady, radially symmetric solar wind interacting with a static,
unmagnetized interstellar gas (Davis, 1955; Parker, 1961, 1963). The deceleration
of the expanding supersonic solar wind must be accomplished by a strong shock (at
least within the framework of a gas dynamic solar wind in the absence of pickup
ions) for which the Rankine–Hugoniot conditions normal to the shock are

u2

u1
' γ − 1

γ + 1
,

ρ2

ρ1
' γ + 1

γ − 1
, p2 ' 2

γ + 1
ρ1u

2
1 . (95)

The subscript 1(2) denotes upstream (downstream) states, i.e., 1 refers to the su-
personic solar wind. Since the downstream Mach number is small, we may assume
that the flow there is incompressible (ρ2 constant). Along each streamline in the
downstream region, the Bernoulli equation is valid, i.e.,

p + ρ2
u2

2
= p2+ ρ2

u2
2

2
. (96)

Then, sincep → p∞, the LISM pressure, andu → 0 at the stagnation point,
p+ ρ2

u2

2 = p∞. Making the further assumption that the solar wind speedu1 = u0

is constant, where the subscript 0 denotes evaluation at 1 AU, implies that

ρr2 = ρ0r
2
0 = ρtR2

t . (97)

HereRt denotes the location of the termination shock. It follows immediately from
(95)–(97) that the TS is located at

Rt

r0
=
[
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2(γ + 1)

ρ0u
2
0

p∞

]1/2

. (98)

Behind the TS, whereρ ' const. by assumption, the steady, spherically symmetric
continuity equation (92) yieldsur2 = u2R

2
t , from which one obtains
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u = γ − 1

γ + 1
u0

(
Rt

r

)2

, (99)

showing that the heliosphere expands slowly outward if bounded by a static inter-
stellar plasma. For typical solar wind and LISM parameters (u0 = 400 km s−1,
n0 = 5 cm−3, p∞ = 10−13 dyn cm−2), Rt ' 350 AU.

The relative motion of the sun with respect to the interstellar plasma changes
matters dramatically. Following Parker (1961, 1963), suppose that the ram pressure
of the LISM is much less than the thermal pressure i.e., thatρ∞u2∞ � p∞, which
implies thatM∞ � 1. To determine the flow pattern of the subsonic solar wind, we
follow the presentation of Suess and Nerney (1990) (see also Khabibrakhmanov
and Summers, 1996). Suppose that the supersonic flow terminates at a spherical
termination shock located at the radial distanceRt . Since flow downstream of the
TS is incompressible,∇ · u = 0, or in terms of the velocity potentialu = ∇φ,

∇2φ = 0 . (100)

The flow pattern can then be determined from the general solution of Laplace’s
equation (100). The velocity potential can be expressed as a linear combination of
the potential of three different sources,

φ1 = u∞r cosθ , φ2 = m cosθ

4πr2
, φ3 = Q

4πr
,

where, respectively, they are (1) the potential of the steady flow along thez-axis,
(2) the potential of the dipole, with momentm, aligned along thez-axis at the
center of the Sun, and (3) the potential of the source of strengthQ located at the
origin. The flow is obviously axisymmetric.

The flow components are given by

ur = −φr; uθ = −φθ/r , (101)

and the source termQ and dipole momentm are determined by the inner boundary
conditions

ur |r=Rt =
Q
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4πR3
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− u∞ cosθ = ut . (102)

Hence,

Q = 4πutR
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t ,

and the velocity potential is (Suess and Nerney, 1990)
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Sinceu∞ = −3/2u∞ sinθ at the termination shock (i.e., an azimuthal component
of u), the assumption of a spherically symmetric TS is not in fact valid and one
is obliged then to compute the TS geometry self-consistently with the flow pat-
tern. The solution (103) is therefore valid only for smallRt and the term(Rt/r)2

represents a correction to Parker’s (1961, 1963) original point source solution
(Rt = 0).

The stream function9 is defined by the equations
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(104)

in spherical coordinates (Nerney et al., 1993; Khabibrakhmanov and Summers,
1996). The stagnation pointRH of the interstellar wind is found on the stagnation
line cosθ = 1, ur = 0, i.e.,
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which generalizes Parker’s (1961) solution(Rt/RH)
2 = u∞/ut . The shape of the

heliopause is determined by the null surface of the streamline function9 = 0,
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(cosθ − 1) = 0. (106)

In the limit thatr →∞, the transverse dimension of the distant heliotail is

Rt
√

2ut/u∞ ,

indicating that the solar wind in the heliotail is confined to a circular cylinder.
Figure 5.1 shows the analytic global heliospheric structure.

The final possibility, that of a solar wind interacting with a supersonic inter-
stellar wind, was considered by Baranov et al. (1971). In this case, two shocks
are present – a bow shock through which the interstellar flow is decelerated and
diverted about the heliospheric obstacle, and a solar wind termination shock. A
contact discontinuity, called the heliopause, separates the heated, compressed, sub-
sonic solar wind and the shocked LISM flows.

Baranov et al. (1971) treat the subsonic region as a thin shell separating hy-
personic streams (i.e., the dense shell has negligible thickness compared to the
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Figure 5.1. Streamline plot for the irrotational flow solution of Seuss and Nerney (1991). The
termination shock, heliopause, stagnation point, heliosheath and heliotail are marked. The flow is
symmetric about the stagnation axis. (Seuss and Nerney, 1991.)

distance to the sun). This approximation is sometimes called the ‘thin shell’ or
‘Newtonian’ approximation. By expressing conservation of mass and momentum
for the shell, which is assumed to be described by a curve of the formr = r(θ),
in directions normal and tangential to the layer, Baranov et al. (1971) (see also
Ratkiewiez, 1992) were able to derive a 3rd-order ordinary differential equation

rr ′′ = F1− F ′2/F3

F2
F 2

3 + 2rr ′ + 3r ′r ′′ , (107)

describing the shape of the discontinuity. HereF1,2,3 = F1,2,3(r, θ). Equation (107)
was solved numerically using the boundary conditions

r(θ = 0) = RB , r ′(θ = 0) = 0 ,

whereRB is the heliocentric distance to the shell along the axis of symmetry.RB
is determined from

ρ1u
2
1 = ρ∞u2

∞ , ρ1u1R
2
B = ρ0u1r

2
0 = const. , (108)

whereu1 is the solar wind speed and the subscript 0 denotes evaluation at 1 AU.
From (108), the shell length scale is given by

RH/r0 =
√
ρ0u

2
1

ρ∞u∞
. (109)

The third boundary condition isr ′′ = 2RB/5 (Baranov et al., 1971).
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An alternative approach to determining the structure of the bow shock which
is entirely analytical is possible however. Assume again the Newtonian approxi-
mation (i.e., a thin shell) which can be described entirely by the shell radiusr(θ),
the surface density functiond(θ), and the speedu(θ) of compressed gas flowing
tangentially along the shell. The angleθ is the polar angle from the axis of sym-
metry, as before, and̂z is the axis of symmetry with the LISM flow, which is in the
direction−êz. Following Baranov et al. (1971), the mass flux flowing into the shell
per unit time is given by

2π8ρ = πr2ρ∞u∞ sin2 θ + 2πr2ρ1u1(1− cosθ) . (11)

Consider now the momentum flux supplied to the thin layer by both the solar
wind and the LISM flow. For an arbitrary annulus of azimuthal width dη about the
symmetry axis, we can determine the surface integral of the solar wind momentum
flux onto the shell by assuming that this segment of the shell is a spherical surface.
Hence,

8SW
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ρ1u1u1 · ên dA

= 1

2
ρ0u

2
1r

2
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[
(θ − sinθ cosθ)êy + sin2 θêz

]
,

(111)

wherey = r sinθ and ên is the unit normal to the shell surface. The momentum
deposited by the interstellar wind is8LISM

ρu = −1/2ρ∞u2∞r2 sin2 θêz dη, so that
the total momentum flux impinging on the shell is

8t
ρu = 8SW

ρu +8LISM
ρu

= 1

2
ρ0u

2
1r

2
0 (θ − sinθ cosθ) êy + 1

2
ρ0u

2
1r

2
0 sin2 θ

(
1− r2

R2
B

)
êz .

(112)

Since momentum must be conserved in the shell, the momentum flux (112) must
balance the tangential momentum flux traversing the annulus of width dη, i.e.,
8t
ρu = φt êt where êt is a tangential unit vector at constantη. Equation (112)

describes the vector momentum flux and therefore the flow direction, whence the
shell shape is determined from

dz

dy
= uz

uy
= sin2 θ − y2/R2

B

θ − sinθ cosθ
. (113)

By rewriting (113) in the polar coordinates (r, θ) and usingξ = r2 sin3 θ/R2
B , one

obtains

dξ

dθ
= ξ [2θ sinθ + cotθ(ξ + 3θ cosθ − 3 sinθ)]

ξ + θ cosθ − sinθ
,

which has the exact integral
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Figure 5.2.Analytic bow shock solution (Equation (114)) for the supersonic LISM model.

ξ = 3(sinθ − θ cosθ)

or

r(θ) = RB cscθ
√

3(1− θ cotθ) . (114)

The solution (114) is the exact analytic form of the global structure of the bow
shock in the thin layer approximation. The solution for representative parameters
is illustrated in Figure 5.2.

Unfortunately, as we discuss in the following section, the Newtonian or thin
layer approximation is rather poor and the distance between the bow shock and
the termination shock is comparable to the distance from the sun. Nonetheless, the
thin layer approximation has been used by a variety of authors to investigate differ-
ent aspects of the solar wind-LISM interaction, including the effect of interstellar
magnetic fields on global heliospheric structure (Section 6.1).

The analytic models, while far from satisfactory, do illustrate at least three basic
results of importance for a solar wind interacting with an interstellar wind. The
first is that an extended tail of subsonic solar wind should form – now called the
heliotail. Secondly, the supersonic region of the heliosphere should be asymmet-
ric. Thirdly, if we neglect the deceleration of the solar wind by resonant charge
exchange effects, the minimum radius to the solar wind shock transition can be
calculated from Equation (98) by assuming a value for the LISM pressure. The
LISM pressure term can include the thermal gas, cosmic-rays, the interstellar ram
pressure, the magnetic field pressure, dust, and MHD turbulence, and may be
expressed as

p∞ = ρu2+ pth + αB2/2µ+ pCR+ pdust+ p(δB2) , (115)

where the terms are all evaluated in the LISM and the factorα attempts to in-
clude the effects of magnetic field obliquity. The analytic models are represented
schematically in Figure 5.3 for both the one-shock and two-shock cases.
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Figure 5.3.Schematic representation of the interaction of the solar wind flow with (a) a subsonic
interstellar medium and (b) a supersonic LISM. The solid curves denote solar wind plasma flow and
the dashed lines LISM flow. The dotted curves are trajectories of an interstellar hydrogen atom that
is subjected to either a net attractive force (AB) or a net repulsive force (AC) (Section 2). (Holzer,
1989.)

5.3. GLOBAL SIMULATIONS : PLASMA ONLY

To properly understand the global structure of the heliosphere requires the use of
numerical simulations. Ideally, these simulations would include self-consistently
the interaction of the solar wind plasma, interstellar plasma, neutrals of both in-
terstellar and heliospheric origin, magnetic fields, etc., all within the framework of
a time-dependent, multi-dimensional, highly resolved code. Unfortunately, com-
puter resources are not yet adequate to complete such a simulation, nor does our
incomplete understanding of LISM parameters and physics warrant such an effort.
Instead, more limited modelling goals have been identified and executed. In the
following subsections, we shall consider each in turn. Here, we neglect interstellar
and heliospheric neutrals, cosmic-rays, and magnetic fields altogether and consider
the interaction of a supersonic plasma solar wind with a plasma LISM.
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TABLE V

Solar wind parameters at 1 AU and LISM pa-
rameters at infinity used for the simulations
illustrated in Plates 1 and 2.

Solar wind LISM

(1 AU)

n (cm−3) 5.0 0.1

u (km s−1) 400 −26

T (K) 105 8000/80 000

M 7.6 1.75/0.9

5.3.1. 2D Models
The assumption of axial symmetry along the direction of the LISM flow coupled
to a spherically symmetric expanding solar wind allows one to reduce the gas
dynamic equations (92)–(94) (without the source terms) to a 2D model. Such
a reduced model has been investigated by several groups (Matsuda et al., 1989;
Baranov and Malama, 1993; Steinolfson et al., 1994; Steinolfson, 1994; Karmesin
et al., 1995; Pauls et al., 1995; Wang and Belcher, 1998) and the purely gas dynamic
simulations appear now to be reasonably well understood. The solar wind and
LISM parameters for the two sets of simulations illustrated in the colour plates
below are tabulated in Table V. The LISM temperature is chosen so that it is
either supersonic (T = 8000 K) or subsonic (T = 80000 K). Clearly, the latter
temperature is an effective temperature, reflecting the pressure contribution from
low energy cosmic-rays (and possibly the magnetic field). An alternative approach
is to simply reduce the LISM flow velocity [e.g., Steinolfson, 1994].

Illustrated in Plate 5.1(a) is the temperature distribution (colour) of the plasma
at steady-state for an assumed subsonic interstellar medium. The location of the he-
liopause (HP) and termination shock (TS) are labeled. Also shown in Figure 5.4 are
1D profiles of the plasma variablesρ andT in the nose (i.e., along the stagnation
line) direction. The 2D Plate shows that the incoming LISM flow is decelerated
and diverted far upstream of the heliospheric obstacle and some associated adia-
batic compression and heating of the LISM plasma occurs ahead of the heliopause.
Nonetheless, the flow lines are qualitatively consistent with the analytic streamlines
derived by Parker (1961, 1963) and Suess and Nerney (1990). The interstellar and
solar wind plasma meet at the heliopause where they flow at different tangential
speeds. The termination shock is located at∼ 70 AU in the upstream direction and
is very strong (compression ratio of 4). Considerable heating of the plasma occurs
and temperatures are typically∼ 106 K. Although the heliosheath, the region be-
tween the TS and HP, expands like a de Laval nozzle, the shocked solar wind does
not expand sufficiently rapidly to become supersonic, remaining subsonic through-
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Figure 5.4.One-dimensional cuts along the stagnation axis of the plasma-only 2D simulations for (a)
the one-shock model, and (b) the two-shock model. The solid line shows the plasma density and the
dashed line the plasma temperature. The high LISM plasma temperature for the one-shock model is
an effective temperature, reflecting the contribution of cosmic rays, for example. The TS, HP and BS
are all clearly visible.
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out the heliosheath. The 2D structure of the TS resembles a slightly elongated
sphere. The downstream TS is located at∼ 78 AU which is scarcely further than
the distance in the upstream direction. The shocked solar wind in the heliotail does
not cool with increasing distance from the TS and is effectively cylindrical, as
expected from the analytic models.

At the heliopause, a contact discontinuity in these gas dynamic models, the den-
sity increases abruptly and dramatically from the shocked solar wind value to one
almost equal to the undisturbed LISM density. A corresponding abrupt decrease in
plasma temperature occurs here as well. The heliosheath is approximately 50 AU
wide in the upstream direction.

Since the shocked solar wind and LISM experience a substantial velocity shear
across the HP, a Kelvin-Helmholtz instability might be expected to develop in this
region. The Kelvin-Helmholtz instability was investigated analytically by Baranov
et al. (1992) and the stability of the nose region was investigated by Chalov (1996).
Indeed, Matsuda et al. (1989) had found in their simulations that the HP appeared
to be non-stationary. Subsequent simulations of the solar wind-LISM interaction
using a variety of numerical schemes did not reproduce the instability. The sim-
ulations shown in Plate 1 do however exhibit a weakly non-stationary HP (these
simulations being similar to those of Pauls et al. (1995) except at slightly higher
resolution). However, Wang and Belcher (1998), using a PPM scheme which has
significantly less dissipation at discontinuities than typical hydrodynamic smooth-
ing schemes, find that the heliopause is unstable. The instability begins in the
near-nose region on time scales of less than 50 years with a growth rate roughly
consistent with that predicted from analytic linear incompressible theory (Chan-
drasekhar, 1961). As the Kelvin-Helmholtz instability saturates, a non-linear oscil-
lation or shear wave on the HP develops and advection along the HP towards the
heliotail occurs. A figure illustrating the time-dependent HP for the one-shock case
is shown in Figure 5.5(a).

Suppose now that the LISM flow is supersonic. In this case, as discussed above,
a bow shock is necessary to divert the approaching LISM flow about the heliosphere.
Plate 5.1b shows the plasma temperature at steady-state when charge exchange
with neutrals is neglected. The positions of the TS, HP and BS are indicated on
the plot. For this purely gas dynamic (GD) case, the TS is axisymmetric and bullet
shaped (Baranov and Malama, 1993; Steinolfson, 1994; Steinolfson et al., 1994;
Pauls et al., 1995; Steinolfson and Gurnett, 1995; Wang and Belcher, 1998). The
TS has a compression ratio ofr = 4 independent of polar angle, while the BS on
the other hand is a weak shock (r = 1.7 atθ = 0◦). The supersonic solar wind flow
velocity is radial and constant, resulting in an adiabatic expansion of the plasma
(ρ ∝ r−2, T ∝ r−4/3) up to the TS, where the density, pressure and velocity of
the plasma jump discontinuously to a subsonic flow and and is deflected towards
the heliotail (θ = 180◦). The LISM and solar wind plasmas meet at the HP where
the interstellar and shocked solar wind pressures are balanced, while the density of
the plasma jumps discontinuously. The width of the heliosheath (distance between
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Figure 5.5.Nonlinear evolution of the Kelvin-Helmholtz instability along the heliopause for (a)
a one-shock model, and (b) a two-shock model. Contours denote temperature and arrows flow
direction. The perturbation is advected down the HP toward the tail. (Wang and Belcher, 1998.)

the TS and HP) at the nose (θ = 0◦) is ∼ 50 AU and the upstream TS is located
at ∼ 120 AU. The heliocentric distance of the BS along the stagnation axis is
∼ 330 AU.

Consider the supersonic solar wind flow atθ = 0◦, as shown in Plate 5.1(b).
The plasma shocks at the TS, and this subsonic suprathermal material starts to flow
in the heliosheath to the tail region. Moving about the flanks of the TS, the flow
accelerates to a supersonic state as shown by the presence of a sonic line (Mach
numberM = 1.0) in the heliosheath (Pauls et al., 1995). Since the supersonic
heliosheath flow must eventually accommodate to the subsonic flow in the heliotail,
a shock wave attached to the TS is necessary together with an additional contact
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Plate 5.1.(a) Colour plot of the Log[Temp] for a 2D one-shock model. The termination shock (TS)
and and heliopause (HP) are shown. (b) As with (a) except now for a two-shock model. A bow shock
(BS) is now present.
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discontinuity. As is evident from Plate 5.1(b), the supersonic flow shocks once
again at the reflected shock and the re-shocked material meets the heliotail flow at
a contact discontinuity.

Like the one-shock case discussed above, Wang and Belcher (1998) find that
the HP is again Kelvin-Helmholtz unstable, an example of which is illustrated
in Figure 5.5(b). However, it should be noted that the entire issue of the Kelvin-
Helmholtz instability is far from resolved since both the magnetic field and reso-
nant charge-exchange of ions with interstellar neutrals may stabilize some of the
excited modes.

Karmesin et al. (1995) have considered briefly the effect of the solar wind ram
pressure varying with solar cycle within a purely gas dynamic framework, both
for a one-shock and a two-shock model. Lazarus and McNutt (1990) used 200-day
averaged solar wind plasma data from Voyager 2 to show that the ram pressure can
vary by about a factor of two over the solar cycle. By using a sinusoidally varying
solar wind ram pressure over an 11 year period, Karmesin et al. (1995) found that
the termination shock in the upstream direction oscilated about its mean position
with a similar period, the excursions from equilibrium being typically∼ 5% for
a two-shock model and∼ 8% for a one-shock model. The typical TS speeds are
∼ 12 - 14 km s−1, which is close to the estimated 17 km s−1 speed of the Voyager
1 spacecraft.

5.3.2. 3D Models
The 2D models discussed above assumed the solar wind to be isotropic, that is
independent of heliolatitude. However, with the recent pass ofUlyssesover the
southern pole of the Sun (Smith et al., 1995), the three-dimensional structure of the
solar wind can no longer be ignored. Measurements of the solar wind speed during
this polar pass indicate that the solar wind speed increases from∼ 400 km s−1 in
the ecliptic plane to∼ 700 km s−1 over the Sun’s pole, while the proton number
density decreases from∼ 8 to ∼ 3 cm−3 in going from ecliptic to pole. The
observed proton temperature also increases from∼ 50 000 K to∼ 200 000 K
from ecliptic to pole (Phillips et al., 1995a). As shown by Phillips et al. (1995b),
the heliolatitudinal variation results in an increase, by a factor of about 1.5, in the
observed momentum flux in going from the ecliptic plane to the solar pole. These
observations correspond to a solar wind consisting of two components, the first
being a steady, long-lived hot, low-density, high-speed wind emanating from two
large polar coronal holes, one in each hemisphere and extending down to about
35◦ heliolatitude, and bounding a cool, sluggish, high-density, somewhat turbulent
solar wind. These conditions probably pertain to solar minimum only.

Pauls and Zank (1996) have extended their 2D gas dynamic models to 3D,
thus including heliolatitudinal variation in the solar wind. Subsequently, Barnes
(1998) investigated analytically the shape of the termination shock when latitudinal
variation of the solar wind ram pressure is included. Both papers are discussed here.
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5.3.2.1. Analytical Model. By means of a suitable generalization of the analysis
outlined in Section 5.2 (Parker, 1961), Barnes (1998) was able to determine analyt-
ically the geometry of the TS as a function of colatitudeθ . By assuming now that
the radial velocity of the solar wind flow and density are functions of the spherical
coordinatesr andθ ,

u = u(θ)r̂ and ρ = ρ(r, θ) ,
we may determine the TS geometryr = Rt(θ) as a function ofu(θ) andρ(θ). The
normal to the termination shock is

n = 1√
1+ (R′t /Rt)2

(
1,−R′t /Rt

)
, (116)

and the angle between the upstream solar wind velocity and the shock normal is
simply

tanα(θ) ≡ −R′t /Rt . (117)

Use of the strong shock conditions for an oblique shock,

ρ2

ρ1
= u1 cosα(θ)

u1 cosβ(θ)
= γ + 1

γ − 1
, w1 sinα(θ) = w2 sinβ(θ) ;

p2 = 2

γ + 1
ρ1u

2
1 cos2 α ,

(118)

in the Bernoulli equation (96) yields the generalization of (98) as (Barnes, 1998)

(γ + 1)2

R2
t

− 4

R2
t + (R′t )2

= 2(γ 2− 1)

ρu2
p∞ . (119)

Unlike (98), Equation (119) is an ordinary differential equation for the shape of
the TS which depends explicitly on the ram pressure profileρu2(θ). Barnes (1998)
does not solve (119) either analytically or numerically, but uses instead parameter-
ized models forRt(θ) from whichρu2(θ) can be determined and then compared
to Ulyssesobservations. One such parametric representation is

Rt(θ)

Rt(0◦)
=

=
{

1− 0.35

2

( π
12

)1/2 [
erf
(√

12{−0.5− cos 2θ}
)
+ erf

(
1.5
√

12
)]}

,

which is illustrated in Figure 5.6. For reference, a spherical shock is plotted. Also
plotted is the corresponding curve associated with assuming thatRt(θ) ∝ [ρu2(θ)]1/2.
Evidently, the latitudinal dependence of the solar wind ram pressure requires that
the TS must be oblique at some latitudes, so leading to an outward ‘bulge’ in
the global shape of the termination shock. This follows immediately from theα



490 G. P. ZANK

Figure 5.6.Polar plot of the position of the normalized TS location,Rt(θ)/Rt (0◦) (solid curve).
The short-dashed curve shows the TS position wereRt (θ) ∝ [ρu2(θ)]1/2 assumed. For reference,
spherical shocks are plotted. (Barnes, 1998.)

dependence of the oblique shock conditions. Furthermore, there is a fairly substan-
tial difference in the shock shapes for different assumed dependences ofRt(θ) on
ρu2(θ).

By regarding the post-shock flow as incompressible, the streamlines in the he-
liosheath can again be determined from potential theory. Like Suess and Nerney
(1991) and Khabibrakhmanov and Summers (1996), we are concerned here with
the post shock flow and not the LISM flow. As before, there exists a scalar func-
tion φ(r, θ) such thatq = ρ1/2u = ∇φ, and∇2φ = 0. Barnes (1998) expands
φ in Legendre polynomials and assumes thatq → 0 asr → ∞. Thus, since
φ(r, θ) ' C + A/r + B cosθ/r2 for large r, A, B andC are constants to be
determined. Forr →∞,

q = ρ1/2u ' − 1

r2

([
A+ 2B

r
cosθ

]
r̂ + B

r
sinθθ̂

)
, (120)

and |q| is essentially independent ofθ for larger. The flux ofq over that part of
the shock surface lying poleward of colatitudeθ is, from (116), (119) and (120),



SOLAR WIND-LISM INTERACTION 491

Figure 5.7.Equatorward deflection of the post-shock flow as described byθ∞(θ). The figure shows
that a streamline that intersects at colatitude 60◦ will bend toward the equator, asymptotically
approaching a colatitude of∼ 66◦ at large heliocentric distances. (Barnes, 1998.)

Fq(θ) =
∫

colat<θ
r=Rt

q · n dA

= 2π
(
γ − 1

γ + 1

)1/2
θ∫

0

[
ρ(θ ′)u2(θ ′)

]1/2
Rt(θ

′) sin(θ ′) dθ ′ .

(121)

The flux through the entire surface isFq(π) and has the same value on all surfaces
outside the shock. Thus, since|q| is independent ofθ as r → ∞, the flux ofq
poleward ofθ on the sphere at infinity is

F∞q (θ) =
∫

colat<θ
r→∞

q · n dA = 1

2
Fq(π)(1− cosθ) . (122)

From equations (121) and (122), it follows that a streamline which intersects the
shock surface at colatitudeθ tends to colatitude

θ∞(θ) = cos−1

[
1− 2

Fq(π)
Fq(θ)

]
, (123)

asr →∞. Expression (123) indicates that the post-shock flow is deflected towards
the equator, as illustrated in Figure 5.7, for a prolate termination shock.

5.3.2.2. Numerical Model A comprehensive 3D simulation of both one-shock
and two-shock heliospheric configurations has been presented by Pauls and Zank
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Figure 5.8.Solar wind boundary conditions used at Earth as a function of heliolatitude for the 3D
simulations of Pauls and Zank (1996, 1997). The solid lines in both plots refer to the lefty-axis and
the dashed line to the righty-axis. (Pauls and Zank, 1996.)

TABLE VI

LISM parameters used for the simulations

Two-shock model One-shock model

n, cm−3 0.1 0.1

v, km s−1 26 26

T , K 8000 74, 000

M 1.75 0.74

(1996) using initial data that correspond to theUlyssesheliographic plasma obser-
vations (illustrated in Figure 5.8). The LISM parameters are tabulated in Table VI.
Pauls and Zank (1996) present a detailed comparison of models which assume
either an isotropic solar wind or an anisotropic solar wind. Both the one-shock and
two-shock isotropic solar wind models are essentially identical to those described
in Section 5.3.2 and we concentrate here on the anisotropic models.

Shown in Plates 5.2 and 5.3 are two planar cuts through the three-dimensional
heliosphere for a supersonic LISM. Plate 5.2 shows the logT and normalized flow
vectors in a cut through the ecliptic plane, while Plate 5.3 shows these values in the
polar plane. Comparing these two plots, one observes that the TS is bullet-shaped
and elongated along the poles of the Sun. The elongation results from the increased
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Plate 5.2.(a) Log[Temp] (contour and colour) and normalized flow vectors in the ecliptic plane for a two-shock anisotropic solar wind. The position of the
triple point in the flow is identified by A. (Pauls and Zank, 1996.) (Plate 5.3) As in Plate 5.2 except now for the polar plane. (Pauls and Zank, 1996.) (Plate
5.4) Log[Temp] (contour and colour) and normalized flow vectors in the ecliptic plane for a one-shock anisotropic solar wind. Note the presence of the triple
point in the flow, identified by A. The bow shock (BS) is absent. (Pauls and Zank, 1996.) (Plate 5.5) As with Plate 5.4 except now for the polar plane. (Pauls
and Zank, 1996.)
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TABLE VII

Distances to the boundaries for the case of a supersonic LISM. Heliocentric
distances are given in astronomical units. TS is the termination shock, HP is the
heliopause, and BS is the bow shock

Isotropic solar wind Anisotropic solar wind

Nose Ecliptic Pole Tail Nose Ecliptic Pole Tail

TS 133 186 186 300 133 195 230 320

HP 186 290 290 – 163 240 360 –

BS 350 – – – 380 – – –

solar wind ram pressure with heliolatitude, hence the increase in distance to the TS
and consequently the HP over the poles of the Sun (see Table VII for a list of the
distances to the boundaries). The shocked solar wind and interstellar material at the
nose flow to the tail region in the ecliptic plane, rather than taking the longer route
over the poles of the Sun. Streamlines for an isotropic and an anisotropic solar
wind are illustrated in Figure 5.9. In the isotropic case, the streamlines diverge
uniformly over the heliosphere, both in the post-TS and in the post-BS regions. By
contrast, the anisotropic solar wind model has streamlines which congregate in the
ecliptic plane region. This is a consequence of the−∇P force in the region of the
stagnation point, in the direction of the flow along the HP, being much greater in
the ecliptic plane than in the polar plane. Hence the shocked solar wind and the
shocked interstellar wind in the region of the nose is forced to flow to the tail in the
ecliptic plane rather than over the poles of the Sun.

Since the solar wind ram pressure increases as a function of heliolatitude, the
distance to the TS in the polar plane (shown in Plate 5.3) increases more rapidly
with heliolatitude than that in the case of an isotropic solar wind. This leads to a
slightly higher pressure at the stagnation point for the anisotropic solar wind than
an isotropic solar wind. The higher pressure forces the BS further out (350 AU
for the isotropic solar wind compared to 380 AU for the anisotropic solar wind).
Another consequence of the ram pressure increase with heliolatitude is the rapid
increase in distance to the HP with latitude in the region of the nose, as can be seen
from Plate 5.3. Although not shown, a cut through the three-dimensional solution
in a plane perpendicular to the stagnation line through the origin, reveals an hour
glass shape for the HP, with the elongation along the solar poles. This is also seen
from Table VII by comparing the sidestream distances to the HP in the ecliptic
plane (240 AU) to that over the poles of the Sun (360 AU).

From Table VII, it is seen that the width of the heliosheath at the nose decreases
from 53 AU in the isotropic solar wind case to 30 AU for the anisotropic solar
wind. The reason for this decrease is a consequence of an increase in the LISM
ram pressure acting on the HP. The shocked LISM flow for the anisotropic solar
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Figure 5.9.Streamline plots for the anisotropic 3D simulations of Pauls and Zank (1996). (a) The
shocked solar wind streamlines for an assumed isotropic solar wind. (b) the shocked solar wind
streamlines for an anisotropic solar wind. (c) The shocked LISM flow streamlines for an anisotropic
solar wind. The ecliptic and polar planes are labeled.
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wind case is forced to flow to the heliotail in the ecliptic plane rather than uniformly
over the heliosphere (Figure 5.9) as is the case for the isotropic solar wind. This
then leads to an increase in the LISM ram pressure acting on the interstellar side
of the HP. The same argument holds for the heliosheath flow, but to a lesser extent.
This enhanced shocked LISM ram pressure forces the HP closer to the Sun.

The increased heliosheath flow in the ecliptic plane results in a weakly time-
dependent, turbulent flow in the heliotail, as can be seen from the roll-ups in the
heliotail flow pattern (Plates 5.2 and 5.3). The shocked solar wind flow, rather than
diverging equally in all directions as it does in the isotropic solar wind case, re-
mains predominantly in planes parallel to the ecliptic plane. The rotational heliotail
flow also occurs in planes parallel to the ecliptic. The axis of rotation of the flow is
perpendicular to the ecliptic plane. Pauls and Zank (1996) ascribe the existence of
vortices in the heliotail to gradients in the pressure and density, exacerbated by an
anisotropic solar wind, acting as vortical source terms.

One-dimensional profiles of the number density, flow speed, and temperature
as a function of heliocentric distance at the nose (solid line), sidestream in the
ecliptic plane (dashed line), pole (dotted-dashed line), and in the tail (dotted line)
are shown in Figure 5.10. The vortices in the tail flow are seen as a jump in density
and temperature, with the flow speed becoming negative (i.e., flowing toward the
Sun). The shocked polar solar wind also has a higher temperature than that in the
ecliptic plane, this a consequence of the very strong polar TS and high ram pressure
over the poles.

By modifying the LISM conditions appropriately (Table VI), a one-shock 3D
gas dynamics model was also investigated by Pauls and Zank (1996). Planar cuts
through the three-dimensional solution for this simulation are shown in Plates 5.4
and 5.5. Plate 5.4 shows the logT contours and normalized flow vectors in the
ecliptic plane, while Plate 5.5 shows these values in the polar plane. The ram pres-
sure increase with heliolatitude elongates the TS along the poles. This elongation
forces the solar wind and LISM flow at the nose to flow in the ecliptic plane for the
same reasons as discussed above. The increased flow in the ecliptic plane forces the
heliosheath flow to become supersonic, thereby necessitating the introduction of a
triple point (A) in the region close to the ecliptic plane (see Plate 5.4). The triple
point vanishes for heliolatitudes greater than∼ 30◦, yielding a Mach disc with a
‘pie slice’ structure, centered on the stagnation line, and tracing the triple point up
to±30◦ in heliolatitude.

When compared to the isotropic solar wind model, the heliosheath width in the
ecliptic plane is reduced for the anisotropic solar wind. Since the TS is elongated
along the poles of the Sun, the shocked LISM material is forced to flow to the
heliotail in the ecliptic plane, increasing the ram pressure acting on the HP at the
nose. The same process also acts on the solar wind side of the HP, but to a lesser
extent, and hence the HP moves closer to the Sun.

The increased flow in the ecliptic plane as well as the enhanced pressure and
density gradients generate turbulent flow in the heliotail, just as in the two-shock
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Figure 5.10.(a) Density, (b) speed, and (c) temperature as a function of heliocentric distance for the
two-shock anisotropic solar wind case. Nose refers to flow along the direction of the nose/stagnation
point, ecliptic to the sidestream flow in the ecliptic plane, pole to the sidestream flow in the polar
plane, and tail to the flow in the direction of the tail. (Pauls and Zank, 1996.)

model. The continuous shedding of shocked solar wind material yields a weakly
time-dependent solution of the gas dynamic equations and a periodically oscillating
TS in the tail, the oscillation having amplitudes of∼ 20 AU with a period of∼ 100
years. As in the two-shock simulation, the time-dependent behaviour is confined to
the heliotail and does not influence the nose or sidestream distributions.

Finally, Figure 5.11 shows the number density, flow speed, and temperature
as a function of heliocentric distance at the nose (solid line), sidestream in the
ecliptic plane (dashed line), pole (dotted-dashed line), and in the tail (dotted line)
for the one-shock model. The distance to the boundaries for both an isotropic and
anisotropic solar wind are listed in Table VIII.
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TABLE VIII

Distances to the boundaries for the case of a subsonic LISM. Heliocentric dis-
tances are given in astronomical units. TS is the termination shock, HP is the
heliopause, and BS is the bow shock

Isotropic solar wind Anisotropic solar wind

Nose Ecliptic Pole Tail Nose Ecliptic Pole Tail

TS 87.6 120 120 165 87.6 125 150 175

HP 125 180 180 – 110 150 230 –

Figure 5.11.(a) Density, (b) speed, and (c) temperature as a function of heliocentric distance for one
two-shock anisotropic solar wind case. (Pauls and Zank, 1996.)
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5.4. GLOBAL SIMULATIONS : NEUTRAL HYDROGEN (H) ONLY

To enter the heliosphere, a hydrogen atom has to cross three thermodynamically
distinct regions, as discussed in Section 2.1. Through resonant charge exchange, the
diverging LISM flow and the shocked solar wind flow act to divert some fraction
of the incident interstellar neutral H flux away from the heliosphere. This effective
swapping of trajectories by an interstellar neutral and a proton can also lead to
an enhancement in the neutral interstellar density and temperature in the vicin-
ity of the solar wind-LISM stagnation region. As discussed by Wallis (1984), the
charge exchange process should be regarded as a scattering rather than an extinc-
tion process since charge exchange effectively produces a new neutral population
with a velocity distribution that resembles that of the source plasma distribution.
One may then, by analogy with isotropic photon scattering by a non-absorbing
plane-parallel layer, estimate the depletion of incident neutral H. For interstellar
neutral hydrogen, the density is reduced by a factor (Wallis, 1984; Holzer, 1989)

F = 1− [1− f1/f0
]
(1− exp[−τH]) ≡ 1− F (1− exp[−τH]) , (124)

wheref1 is the fraction of newly produced neutral H that enters the heliosphere
and f0 is the fraction of the incident neutral H that enters. The ‘optical depth’
τH ≡ βnpL depends on the plasma number densitynp and the characteristic length
scaleL over which the LISM flow is diverted.β is a parameter∼ 5× 10−2. For
typical parameters, Holzer (1989) findsF ≤ 0.15 andF > 0.95.

The same scattering process can be applied to neutral H experiencing charge
exchange in the subsonic solar wind. The newly created neutrals will have a high
temperature (∼ 106 K) and a Maxwellian velocity distribution like that of the
heated solar wind protons. Holzer (1989) estimated an exclusion factor ofF ≥ 0.4
and the ‘optical depth’ is now approximatelyτH ∼ (9/Rt)[(RH − Rt)/Rt], where
RH is the minimum heliocentric distance to the heliopause. TakingRH/Rt ∼ 2,
andRt ∼ 100 AU, Holzer finds thatF > 0.95.

The precise factor for the reduction in neutral H density as it crosses the he-
liospheric boundaries into the heliosphere, as determined above, is not especially
important. What is clear from elementary arguments is that the heliospheric bound-
aries form quite an effective barrier to interstellar neutral hydrogen. Thus, to relate
the interstellar H distribution to that observed in the solar system (by either Lyman-
α backscatter observations or by direct satellite measurements) requires that the
assumed background plasma distribution include the solar wind – LISM interaction
region at some level. In this subsection, we describe two approaches to the multi-
dimensional test-particle modelling of the flow of interstellar neutral gas through
the heliospheric interface. The first is a method, developed by Fahr and his collabo-
rators (for a review, see e.g., Fahr, 1996), which solves the Boltzmann equation by
expanding the distribution function into collision hierarchies. The second approach
that we discuss is a particle-mesh method developed by Lipatov et al. (1998).
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5.4.1. The Direct Boltzmann Method
The basic approach to solving the Boltzmann equation (1) by means of collision
hierarchies was described in Ripkin and Fahr (1982) and Fahr and Ripkin (1984).
A more sophisticated and rigorous representation of the collisional production term
has since been developed by Osterbart and Fahr (1992), whose approach we follow.
This approach addresses the criticisms that Wallis (1984) directed at the original
simpler approach.

The stationary Boltzmann equation (1) can be expressed in terms of the charac-
teristics as

d

ds
f (x, v) = 1

v

[
v · ∇ + dv

dt
· ∇v

]
f (x, v) = 1

v
[P(x, v)− L(x, v)] , (125)

andL can be factored according to (2) as before. The distribution functionf is
expanded in a series

f (x, v) =
∑
j

fj−1(x, v) , (126)

where thefj correspond to atoms that have experienced resonant charge exchange
j times already (i.e., prior to their arrival atx, the atom has exchanged chargej
times already). Equation (125) may then be separated into a system of equations
for eachfj ,

dfj
ds
= 1

v

[
Pj−1 − βexfj

]
. (127)

The production term depends only onfj−1, i.e.,

Pj−1 = Pj−1(fj−1(x, v)) ,

and is given by expression (8). Equation (127) therefore admits the solution

fj(x, v) = fj,∞(v∞)exp

− s∫
∞
β ′ex

ds′

v′

+ s∫
∞
P ′j−1

ds′

v′

×exp

− s∫
s ′

β ′′ex
ds′′

v′′

 ,

(128)

from whichf (x, v) = ∑j fj (x, v). The functionfj,∞ is the LISM distribution at
infinity and, of course,fj,∞ = 0 for all j 6= 0.

To evaluate the series of equations (127) requires the explicit assumption of
a thermodynamic model of the heliosphere and its boundaries. Fahr and his col-
leagues (Ripkin and Fahr, 1982; Osterbart and Fahr, 1992; Fahr and Osterbart,
1993; Fahr et al., 1995; Fahr, 1996) adopt analytic models of the heliosphere
described in Section 5.2 and illustrated in Figure 5.3. It is also assumed that the
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Figure 5.12.Hydrogen densities obtained using a one-shock model (dashed curve), a two-shock
model (solid curve), and, for comparison, results from a self-consistent 2D simulation (Baranov and
Malama, 1993). (Fahr, 1996.)

proton distribution function in each of the thermodynamically distinct regions (re-
gions 1, 2, and 3) is Maxwellian, allowingPj−1(x, v) in (127) to be expressed as
equation (9). Similarly, for an assumed Maxwellian proton distribution,βex can be
approximated adequately by (11). Additional ionization processes such as electron
impact ionization can be included in the collision hierarchy scheme in a relatively
straightforward fashion (Osterbart and Fahr, 1992).

Both the one-shock and two-shock models are considered, although using an-
alytic approximations for the global heliospheric structure. Using LISM values
of u∞ = 25 km s−1, nH,∞ = 0.14 cm−3, TH,∞ = 104 K, the 2D neutral H
densities obtained numerically from (127) are illustrated in Figure 5.12 for three
sightlines (upstream, sidestream, downstream). The one-shock model is depicted
by the dashed lines, the two-shock model by solid lines, and, by way of comparison,
a model by Baranov and Malama (1993) (see Section 5.5). The two-shock model is
seen to produce a clear enhancement in the neutral number density upstream of the
HP. The enhancement persists into the sidestream direction and a ‘hydrogen wall’
upstream of the direction of heliospheric motion is formed. In the heliotail region,
the neutral hydrogen is considerably depleted compared to its undisturbed LISM
value. By contrast, the one-shock model produces no enhancement or wall in the
upstream direction but the boundaries again act to filter neutral interstellar H as it
enters the heliosphere. Typical interplanetary number densities are roughly half or
less than those in the undisturbed LISM.
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Quite significant differences exist between the two-shock neutral densities of
Fahr (1996) and those of Baranov and Malama (1993). It is possible that part of the
discrepancy between the two approaches has to do with the assumed incompress-
ible flow in the analytic models used by Fahr and his collaborators. Nonetheless, it
should be recognized that modelling the passage of interstellar neutral H through
the heliosphere is exceedingly difficult and different approaches by various groups
have yet to be synthesized into a set of consistent results. Certainly, the absence
of a hydrogen wall in the one-shock case may be ascribed to the somewhat simple
incompressible analytic model of the LISM flow in the vicinity of the heliosphere.

5.4.2. Particle-Mesh Boltzmann Simulations
In the preceding subsection (see also Section 2.2), it was assumed that both the
neutral and proton distribution functions are Maxwellian in the different thermo-
dynamic regions (1, 2, and 3). This assumption allowed for the simplification
of the charge exchange production and loss terms, which simplified the integro-
Boltzmann equation significantly. However, while the characteristic scale of the
ionized components is determined usually by the typical ion gyroradius, which is
much less than characteristic global heliospheric scales of interest, the mean free
path of neutral particles is comparable to characteristic heliospheric scales such as
the distances separating the bow shock and heliopause, the heliopause and termina-
tion shock, and even the radial extent of the supersonic solar wind. Consequently,
the Knudsen numberKn = λ/L (λ the mean free path of neutral particles andL a
characteristic heliospheric scale), which is a measure of the distribution relaxation
distance, satisfiesKn ≈ 1. Thus, it is difficult to simply assume that the neutral H
distribution can relax to a Maxwellian distribution and one needs ideally to solve
the full Boltzmann equation for the neutral component without the simplifying
assumptions described above.

Lipatov et al. (1998) have adopted a particle-mesh method to simulate the inter-
action of neutral H with the heliosphere. The particle-mesh method exploits a
force-at-a-point formulation and a field equation for the potential. Field quantities
are represented approximately by values on a regular array of mesh points and
differential operators are replaced by finite-difference expressions on the mesh.
Potentials and forces at particle positions are obtained by interpolating on the
array of mesh-defined values. Mesh-defined densities are obtained by assigning
particle attributes to nearby mesh points to create the mesh-defined values (see
e.g., Lipatov, 1996; Hockney and Eastwood, 1981).

Lipatov et al. (1998) assume that the distribution function for centers of the
neutral macroparticles may represented by a set ofδ functions,

f =
Np∑
i=1

αiδ(x− xi)δ(v− vi) , (129)

whereαi = αi(t) denotes the weight of an individual macroparticle with number
i andxi = xi (t), vi = vi (t) are the coordinates of macroparticles in phase space.
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Summation is over all macroparticlesNp. The neutral macroparticle is described
by 7 (i.e., a 2.5D model) scalar componentsviz., the weight of a macroparticleαi,
the positionxi, velocity vi , and the survival probabilityw of the ith macroparti-
cle against photoionization and charge-exchange. The equation of motion for the
neutral particles is, of course,

dvi

dt
= Fi/Mn; dxi

dt
= vI , (130)

where the force acting on the neutral particleFi = Fg + Fr results from a balance
of the solar gravitational forceFg and radiation pressureFr . HereMn is the mass
of the atom.

The survival probability against a charge exchange event is given by

wex,i = exp

− t∫
t0

βex,i dt

 , (131)

and the indexi indicates that integration is over theith particle trajectory. The term
βex is defined again by equation (11).

At the time of creation (either at the boundary of the calculation box, or at
the moment of charge exchange), a neutral macroparticle has initial coordinates
xi (t0) = xi,0, vi (t0) = vi,0, a weightαi(t0) = αi,0, and a survival probability
wex,i(t0) = 1. For each new neutral particlei, the critical probabilityw∗ex,i when
charge exchange will occur must be determined and this is done using the relation

w∗ex,i = ξ , (132)

whereξ is random number drawn from the interval[0,1]. Those particles for which
the probability of survival satisfies the condition

wex,i ≤ w∗ex,i , (133)

must exchange their (macroparticle) velocity with the velocity of a proton from the
ionized component of the LISM or the solar wind. This is accomplished using a
random generator for a Maxwellian proton distribution. If charge exchange occurs,
then a new neutral macroparticle begins its motion withwex,i = 1.

By means of (129), the appropriate source term for the neutral distribution can
be computed, together with the total loss rate (Lipatov et al., 1998).

Lipatov et al. (1998) consider two different two-shock configurations, differing
only in the LISM temperature assumed. The H parameters used arenH,∞ = 0.14
cm−3, uH,∞ = 26 km s−1, and eitherTH,∞ = 8000 K or 10 900 K. The ionized
LISM parameters differ only in thatnH+ ,∞ = 0.07 cm−3 (see Section 5.5.1).
Unlike the heliospheric model used by e.g., Fahr (1996), the background plasma
model for the heliosphere used by Lipatov et al. was calculated using the multi-fluid
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Figure 5.13.A two-dimensional distribution of the neutral hydrogen density obtained using a 2D
Boltzmann simulation. (Lipatov et al., 1998.)

model of Zank et al. (1996) (see Section 5.5). The Zank et al. (1996) model incor-
porates neutral hydrogen self-consistently at a hydrodynamic level and can there-
fore be expected to provide a reasonably realistic plasma background. Nonetheless,
the (Lipatov et al. (1998) approach is a test-particle calculation for the neutral H
since there is no dynamical coupling of plasma to the neutrals.

Upstream of the detached bow shock, charge exchange does not greatly change
the velocity distribution function of the neutral component. Nonetheless, a small
increase in the neutral density ahead of the bow shock occurs thanks to atoms
created in the solar wind which stream radially outwards. Between the bow shock
and the heliopause, the neutral component is affected strongly by charge exchange
with the (weak) shock heated, LISM ionized component. Figure 5.13 shows the
two-dimensional distribution of the H density in the 2-D plane and Figure 5.14
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Figure 5.14.One-dimensional central cuts (from top to bottom) of the H density, thex component of
the bulk velocityubulk, and the temperatureTH in thex(y = 0) direction (first column) and in the
y(x = 0) direction (second column). (Lipatov et al., 1998.)

illustrates 1-D line-of-sight profiles along and orthogonal to the stagnation axis for
the H densitynH, the bulk H velocityubulk, and the effective temperatureTH ∝
< 1

3(V − ubulk)
2 >. Ahead of the bow shock, the neutral density and temperature

increase significantly up to values ofnH,max ≈ 2nH∞ andTH ≈ 3− 6TH∞, while
the bulk velocity decreases.

At the heliopause (x = 130AU ) the density of H decreases to 0.9nH∞, the
temperature decreases slightly,TH ≈ 5T∞, and the bulk velocity decreases to
0.3uH∞.

Between the termination shock and the heliopause, the density of H atoms de-
creases to∼ 0.8 − −0.9nH∞ while the bulk velocity is reduced toubulk = (0.35
–0.6)uH∞. The temperature of H atoms increases significantly from a heliopause
value ofTH ≈ 5TH,∞ to TH ≈ 7TH,∞ at the termination shock.

The global plasma configuration using the 8000 K temperature is a little differ-
ent from that obtained from the 10 900 K simulations in that one has a slightly
stronger bow shock, and a smaller separation distance between the bow shock
and heliopause. As a result, the increase in the H density downstream of the bow
shock is about 12% higher than in case withT∞ = 10 900 K, illustrated explicitly
in Figure 5.15. The thickness of the H density profile at the heliopause is also
much smaller than that of the highTH,∞ case. Furthermore, Lipatov et al. (1998)
find that diffusion of neutral hydrogen through the bow shock and heliopause is
smaller for theT∞ = 8000 K case than for the higher temperature LISM model.
In the supersonic solar wind, the H density profile does not depend strongly on the
assumed LISM neutral hydrogen temperature.

The central and very important result of Lipatov et al. (1998) was their deter-
mination of the neutral hydrogen velocity distribution throughout the heliosphere.
This is discussed in some detail here. The typical velocity distribution function
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Figure 5.15.One-dimensional central cuts of theH density profile along the axisx for a Boltzmann
simulation withTH∞ = 10, 900 K (solid line) andTH∞ = 8,000 K (dotted line). (Lipatov et al.,
1998.)

consists of several fairly distinct components: a large core, which corresponds to
atoms originating in the LISM, slightly broadened by charge exchange with bow
shock heated LISM material; a beam of hot neutral atoms originating from the
subsonic solar wind, and a cooler beam of neutral H produced in the supersonic
solar wind. Figure 5.16 shows the projection of the H velocity distribution function
for different sections along the axisx(y = 0), ordered according to the radial
distances listed below. The initial LISM neutral H distribution is assumed to be a
Maxwellian.

(1) Outside the bow shock, the H velocity distribution function consists of a
strong core of slightly heated atoms originating in the LISM and a weak beam
of neutral atoms produced by charge exchange in the heliosheath and the super-
sonic solar wind. Typical velocities in the beam are about 18u∞ = 468 km s−1

(Figure 5.16 (sect 1),x = −300 AU).
(2) Inside the bow shock, the H velocity distribution function consists of a core

of heated atoms that are created by charge exchange between inflowing neutral
atoms and the bow shock heated plasma, together with a tongue-like distribu-
tion produced by charge exchange in the heliosheath and supersonic solar wind.
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Figure 5.16. The projection of the neutral hydrogen velocity distribution function in the
(vx, vy )-plane for different sections along thex(y = 0) axis at different distances. From top to
bottom:x = −300 AU,−200 AU,−100 AU;+100 AU;+200 AU (Lipatov et al., 1998).
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The core is component 1 and the secondary or tongue component is component
2 (Zank et al., 1996b). The distribution is displayed in Figure 5.16 (sect 2) for
x = −200 AU.

(3) Just downstream of the termination shock in the heliosheath, the H ve-
locity distribution function (sect 3) consists of a component 1 core and a strong
tongue-like beam (component 2), and a halo of heated atoms produced by charge
exchange between H atoms and the supersonic solar wind (component 3/‘splash’
component). The velocity of halo atoms is comparable with the thermal velocity of
supersonic solar wind protons.

(4) In the vicinity of the Sun, the H velocity distribution function consists of
the component 1 core, the heated component 2 neutrals, and component 3 atoms
(Figure 5.16 (sect 4) forx = 0 AU). Since the velocity distribution is smoothed
over a large grid about the sun, component 3 exhibits a halo distribution rather than
a tongue-type of distribution.

(5) In the heliotail region just downstream of the termination shock, the H
atom velocity distribution function has a core of LISM atoms, a halo of component
2 heated atoms (with the thermal velocity now slightly smaller than found in the
equivalent upstream heliosheath region), and a tongue of atoms, produced in the
supersonic solar wind (component 3).

The Boltzmann simulations of Lipatov et al. (1998) describe for the first time
the detailed neutral hydrogen velocity distribution function as it traverses the he-
liosphere. The basic decomposition of neutral H into components distinguished by
their origin is clearly demonstrated by the simulations. Thus, the typical neutral
H distribution observed within the neighbourhood of the heliosphere consists of a
thermal core of LISM H (component 1), somewhat heated by charge exchange
in the region between the bow shock and heliopause, a hot tongue-like distri-
bution produced by charge exchange with the hot shock solar wind plasma in
the heliosheath (component 2), and finally a more halo-like distribution whose
origin is the supersonic solar wind (component 3). The relative density of these
three fairly distinct components differs, of course, with location within the he-
liosphere/heliospheric boundaries but the essential features of the velocity distrib-
ution function are unchanged.

The basic global features of the neutral hydrogen density distribution in the
two-shock heliosphere model are in basic accord with those found by Fahr and
his colleagues, recognizing of course the differences in the nature of the plasma
models.

5.5. SELF-CONSISTENT GLOBAL MODELS

As has become abundantly clear, the weak coupling of neutral gas and plasma
(which provides an effective volumetric force) affects both distributions in impor-
tant ways, and this self-consistent coupling is crucial in modelling the interaction
of the solar wind with the LISM. Baranov and Malama (1993, 1995) developed
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such a coupled model using a Monte-Carlo algorithm to evaluate the neutral H
distribution and a 2D steady-state fluid description of the plasma. An alternative
series of models which are based on a multi-fluid description of the neutrals has
been developed by Pauls et al. (1995, 1996), Zank et al. (1996a, b, c), Williams
et al. (1997) and Liewer et al. (1997). The need for modelling the neutrals as a
multi-fluid stems from the variation in the charge exchange mean-free-path for H
in different regions of the heliosphere and LISM. Large anisotropies are introduced
in the neutral gas distribution by charge exchange with the solar wind plasma (both
sub- and supersonic) and the multi-fluid approach represents an attempt to capture
this characteristic in a tractable and computationally efficient manner.

5.5.1. The 2D Multi-Fluid Models
As discussed in Section 2.1, the heliosphere-LISM environment can be described
as three thermodynamically distinct regions; the supersonic solar wind (region
3), the very hot subsonic solar wind (region 2), and the LISM itself (region 1).
Each region acts a source of neutral H atoms whose distribution reflects that of the
plasma distribution in the region. Accordingly, Zank et al. (1996) identify neutral
components 1, 2, and 3 with neutral atoms originating from regions 1, 2, and 3.
Each of these three neutral components is represented by a distinct Maxwellian
distribution function appropriate to the characteristics of the source distribution in
the multi-fluid models. This observation allows the use of the simpler production
and loss terms (9) and (11) for each neutral component. The complete highly non-
Maxwellian H distribution function is then the sum over the three components,
i.e.,

f (x , v , t) =
3∑
i=1

fi(x , v , t) , (134)

and for each component, the integral equation (4) must, in principle, be solved
(Hall, 1992; Zank et al., 1996c). Instead of solving (4), Zank et al. (1996) use
(134) in (1) to obtain three Boltzmann equations corresponding to each neutral
component. This is an extension of the procedure developed in Pauls et al. (1995).
For component 1, both losses and gains in the interstellar medium need to be in-
cluded, but only losses are needed in the heliosheath and solar wind. Similarly for
components 2 and 3. Thus, for each of the neutral H componentsi (i = 1,2 or 3)

∂fi

∂t
+ v · ∇fi =

{
P1+ P2+ P3 − βexfi region i

−βexfi otherwise
, (135)

whereP1,2,3 means thatPex is to be evaluated for the parameters of components 1,
2, or 3 respectively. Under the assumption that each of the neutral component dis-
tributions is approximated adequately by a Maxwellian, one obtains immediately
from (135) an isotropic hydrodynamic description for each neutral component,
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∂ρi

∂t
+∇ · (ρiui) = Qρi ; (136)

∂

∂t
(ρiui)+∇ ·

[
ρiuiui + piI

] = Qmi ; (137)

∂

∂t

(
1

2
ρiu

2
i +

pi

γ − 1

)
+∇ ·

[
1

2
ρiu

2
i ui +

γ

γ − 1
uipi

]
= Qei . (138)

The source termsQ are appropriate moments of (9) and (11) and are listed in Pauls
et al. (1995) and Zank et al. (1996). The subscripti above refers to the neutral
component of interest (i = 1,2,3), ρi, ui, andpi denote the neutral componenti
density, velocity, and isotropic pressure respectively,I the unit tensor andγ (= 5

3)
the adiabatic index.

The plasma is described similarly by the 2D hydrodynamic equations

∂ρ

∂t
+∇ · (ρu) = Qρp ; (139)

∂

∂t
(ρu)+∇ · [ρuu+ pI

] = Qmp ; (140)

∂

∂t

(
1

2
ρu2+ p

γ − 1

)
+∇ ·

[
1

2
ρu2u+ γ

γ − 1
up
]
= Qep , (141)

whereQ(ρ,m,e),p denote the source terms for plasma density, momentum, and en-
ergy. They too are listed in Pauls et al. (1995) and Zank et al. (1996). The remaining
symbols enjoy their usual meanings. The proton and electron temperatures are
assumed equal in the multi-fluid models.

The coupled multi-fluid system of Equations (136)–(141) are solved numeri-
cally. Pauls et al. (1995) use a two-fluid reduction of the equations (136)–(141) in
that components 2 and 3 are neglected entirely. This simplified approach has the
virtue of computational efficiency while still retaining the basic features of the full
model.

In this subsection, three models for the LISM are considered, and are listed
in Table IX, and the parameters for the solar wind at 1 AU are standard (n = 5
cm−3, u = 400 km s−1, and proton temperatureTp = 105 K). The parameterα
in Table IX describes the ‘effective’ temperature of the LISM and accounts for the
added contribution of electrons, cosmic-rays, and perhaps a magnetic field. More
precisely, ifPT denotes total pressure, thenα is defined implicitly by

PT = kB(npTp + neTe)+ PCR+ Pmag+ Pdust+ · · · ' αnpkNTp ,
where the subscriptp(e) refers to proton (electron) quantities andkB to Boltz-
mann’s constant. For a plasma comprising only non-relativistic electrons and pro-
tons,α = 2. For a subsonic LISM where cosmic-rays, for example, may contribute
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TABLE IX

Model inflow parameters for the LISM

Model Mach No. ne (cm−2) nH (cm−2) T (K) v (km s−1) α

1 1.5 0.07 0.14 10900 −26 2

2 0.7 0.07 0.14 10900 −26 9.1

3 0.9 0.1 0.14 7600 −26 7.9

to the total pressure,α > 2. In the solar wind,α = 2 always. Several other models
besides those listed in Table IX are investigated in Williams et al. (1997).

5.5.1.1. Two-Shock Case.Consider now the case of a supersonic interstellar
wind incident on the heliosphere.

Plate 5.6(a) shows the normalized density, flow direction and temperature (colour
plot) for the H+ fluid at steady-state, this time including charge exchange with the
H gas self-consistently. The positions of the three interfaces are indicated on the
plot. A major effect of charge exchange on the heliospheric interfaces is to decrease
the distances to the TS, HP and BS. These distances, forθ = 0◦ andθ = 180◦ are
listed in Table X for the charge exchange case and can be compared to the distances
listed in Table VII. The reason for the decrease in distance results primarily from
the decrease in the solar wind ram pressure, this due to the mediation of the wind by
charge exchange (Section 4.2). Two sets of distances are tabulated in Table X. The
one set of distances correspond to the full multi-fluid model of Zank et al. (1996)
and the second set, identified as PZW, corresponds to the reduced two-fluid model
of Pauls et al. (1995) and the importance of component 2 is illustrated clearly.

Besides the distance to the various heliospheric boundaries, charge exchange
effects the shape of the termination shock, making it more spherical than the purely
gas dynamic model. This is due to charge exchange in the heliosheath, which
decelerates the shocked solar wind plasma in this region. Thus, the heliosheath
flow remains subsonic throughout the region and the need for a triple umbilic point
disappears when the neutral hydrogen density is nonzero.

Owing to the deposit of interstellar protons in the solar wind when charge ex-
change is included, the solar wind flow now departs slightly from simple spherical
symmetry. The departure can scarcely be seen in Plate 5.6a but a comparison of
Plates 5.1 and 5.6(a) shows clearly the contribution to the internal energy of the
supersonic solar wind by pickup ions. The tail region is also cooler when the proton
fluid and neutral fluid are coupled compared to the no-charge exchange model. The
cooling is a consequence of the very hot heliotail being cooled by charge exchange
with cooler component 1 neutrals.

Illustrated in Plate 5.6(b) is a 2D plot of the component 1 neutral distribution.
The basic features can be summarized as follows.
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Plate 5.6.(a) A 2D plot of the global plasma structure for the two-shock model when neutral H
is included self-consistently. The colour refers to Log[Temp]. The streamlines are included. (b) A
2D plot of the corresponding component 1 neutral distribution. The colour now refers the number
density. The hydrogen wall is clearly visible between the bow shock (BS) and heliopause (HP). (Zank
et al., 1996.)

Inflowing component 1 neutrals are decelerated substantially and filtered by
charge exchange with the interstellar plasma between the BS and HP in the up-
stream direction. This leads to the formation of a hydrogen wall with maximum
densities∼ 0.3 cm−3, column densities∼ 1014 cm−2 and temperatures ranging
from 20 000 K to 30 000 K. The pile-up in the neutral gas results from the decel-
eration and deflection of the neutral flow by charge exchange with the interstellar
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TABLE X

Distances to the boundaries for the case of a supersonic
LISM. Heliocentric distances are given in AU. TS is the
termination shock, HP is the heliopause, and BS is the bow
shock

θ = 0◦ θ = 90◦ θ = 180◦
Model TS HP BS TS TS

Multifluid 95 140 310 140 190

PZW 90 122 230 135 170

plasma, which is itself decelerated and diverted due to the presence of the he-
liosphere. Note that the charge exchange mean-free-path is typically less than the
separation distance between the heliopause and bow shock and so a large part of
the incident interstellar neutrals experience charge exchange.

Component 2, produced via charge exchange between component 1 and hot
shocked solar wind plasma between the TS and HP, streams across the HP into the
cooler shocked interstellar gas and heats the interstellar plasma through a second
charge exchange. This leads to an extended thermal foot abutting the outside edge
of the HP. This heating of the plasma by component 2 serves to broaden the region
between the BS and HP, as well as to (indirectly) further heat the component 1
interstellar neutrals after subsequent charge exchanges. Some minor heating of the
unshocked LISM also occurs upstream of the BS, thereby marginally reducing the
Mach number of the incident interstellar wind.

The temperature of component 1 neutrals once inside the heliosphere remains
fairly constant in the upstream region, atT ∼ 20 000 K, a substantial increase
over the assumed LISM temperature of 10 900 K assumed for Model 1. A further
increase in the component 1 temperature occurs in the downstream region.

The number density of component 1 crossing the TS is∼ 0.07 cm−3. This is
approximately half the assumed incident LISM number density, an effect termed
‘filtration’. Between the TS and 10 AU from the Sun in the upstream region, this
density varies only weakly, following a rough power law (∼ R0.25, with R the
heliospheric radius). In the downstream direction, component 1 densities are lower
within the heliosphere and the gradient is somewhat more pronounced, with density
increasing withR0.35. The precise value of the component 1 density at the TS
can vary with parameters and an example is presented below. A further effect of
filtration is to decelerate the upstream neutral gas from−26 km s−1 in the LISM to
−19 km s−1 at the TS in the region of the nose. Deflection of the flow also reduces
the radial velocity component at angles away from the nose. Such a deceleration is
in accord with Lyman-α backscatter observations (Lallement et al.), 1993).



514 G. P. ZANK

Figure 5.17.Lines-of-sight profiles for the two-shock model plasma in the upstream direction (solid
line), sidestream direction (dotted line) and downstream direction (dashed line). Shown are (a) the
density profiles; (b) the plasma velocityvz; (c) the temperature, and (d) the velocityvx profiles.
(Zank et al., 1996.)

Finally Zank et al. (1996a) and Liewer at al. (1996) have pointed out the pos-
sibility that the HP is time dependent due to an inwardly directed ion-neutral drag
term which provides an effective ‘gravitational’ term for a stratified fluid (which
then introduces the possibility of Rayleigh-Taylor-like instabilities). The time scale
of 180 years and the∼ 3 AU amplitude of the oscillation suggest that this is
unlikely to be important, but a more detailed analysis is warranted.

Line-of-sight profiles for the plasma and component 1 neutrals are presented in
Figures 5.17 and 5.18.

The results of the Boltzmann simulation of Lipatov et al. (1998) can be com-
pared with corresponding results obtained in a four-fluid simulation using the same
LISM (T∞ = 8000 K) and solar wind parameters. Figure 5.19 shows a one-
dimensional cut of the H atom density profile along the upstream stagnation axis
x(y = 0) for the Boltzmann (solid line) and four-fluid (dotted line) simulations.
The four-fluid model gives a slightly different distribution of H density. Far up-
stream of the bow shock, the Boltzmann code and the four-fluid model give approx-
imately the same distribution except for ‘shot noise’ fluctuations in the Boltzmann
simulation. Just ahead of the bow shock, the Boltzmann solution demonstrates
strong diffusion of the neutralH compared to the four-fluid solution. The am-
plitude of the hydrogen wall is comparable in both models and the filtration is
similar with a slightly smaller density crossing the termination shock in the four-
fluid simulation. At distancesr ≤ 30 AU from the Sun, the neutralH number
density in the Boltzmann simulation is about of 30% higher than in the four-fluid
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Figure 5.18.Lines-of-sight profiles for the two-shock model component 1 neutrals in the upstream
direction (solid line), sidestream direction (dotted line) and downstream direction (dashed line).
Shown are (a) the density profiles; (b) the plasma velocityvz; (c) the temperature, and (d) the velocity
vx profiles. (Zank et al., 1996.)

model. This is due in part to the course inner grid adopted in the simulations of
Lipatov et al. (1998). The comparison described here indicates that the simpler
multi-fluid model captures the basic features of the solar wind – interstellar neutral
interaction.

Finally, we should note that the choice of which charge-exchange cross section
to use in simulations (Fite et al., 1962 or Maher and Tinsley, 1977) can lead to neu-
tral hydrogen distributions that are different from one model to another. Williams
et al. (1994) showed explicitly that large differences in the neutral number density
and temperature could result if only the charge-exchange cross section were varied,
this because at 1 eV, a 40% difference exists between the Fite et al. and Maher and
Tinsley cross-sections.

5.5.1.2. One-Shock Model It is important to note that a cosmic-ray pressure of
3×10−13 dyne cm−2, combined with the interstellar plasma thermal pressure from
Table IX (2×10−13 dyne cm−2) yields a total pressure of 5×10−13 dyne cm−2. We
expect that on LISM scales, cosmic-rays with energy≤300 MeV will be coupled to
the interstellar plasma. This would be sufficient to increase the LISM sound speed
to ∼ 27 km s−1 and force the LISM inflow to be barely subsonic. Alternatively,
a magnetic field strength of 3µG with ne=0.05 cm−3 gives an Alfvén speed of
va=29 km s−1, which would enhance the magnetosonic speed and also invalidate a
two-shock model.
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Figure 5.19.One-dimensional central cut of the H number density profile along the stagnation axis
for a Boltzmann simulation (solid line) and a four-fluid (dotted line). (Lipatov et al., 1998.)

In view of the comments above, Zank et al. (1996) consider models with sub-
sonic LISM flow. These do not have a bow shock and may therefore resemble the
Parker (1963) model. For model 2, ne = 0.07 cm−3, nH=0.14 cm−3, and T=10 900 K
(see Table VIII) is used to be consistent with model 1, but a larger ‘effective’
temperature is used to account for the added contribution from cosmic-rays (and
perhaps the magnetic field). The valueα = 9.1 has been chosen for model 2, so
the upstream Mach number is reduced from 1.5 (as in model 1) to 0.7. The implied
interstellar plasma pressure is 10−12 dyne cm−2. No charge exchange is assumed to
occur between the cosmic-rays and neutrals due to the former’s very low number
density and the cosmic-ray contribution is neglected within the heliosphere.

Plate 5.7(a) shows the 2D proton temperature, density, and flow directions for
the one-shock model. The heliopause (HP) and termination (TS) are labelled. Plate
5.7(b) shows the corresponding neutral hydrogen density, temperature, and flow
directions. The diffuse hydrogen wall is clearly visible beyond the heliopause.
Figures 5.20 and 5.21 are line-of-sight profiles for the density, velocity and temper-
ature of the plasma and component 1 neutrals. The basic results that emerge from
the one-shock models are summarized (see Zank et al. (1996) for further details).
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Plate 5.7.(a) A 2D plot of the global plasma structure for the one-shock model when neutral H
is included self-consistently. The colour refers to Log[Temp]. The streamlines are included. (b) A
2D plot of the corresponding component 1 neutral distribution. The colour now refers the number
density. The hydrogen wall is clearly visible beyond the heliopause. (Zank et al., 1996.)

Although a bow shock is absent, some adiabatic compression of the incident
interstellar flow is evident. This more gradual compression leads to the formation
of a lower amplitude hydrogen wall that is more extended in the radial direction. It
is also less extended in the tangential direction because of the localized nature of
the adiabatic compression. The density of the wall in the upstream direction is only
∼ 0.21 cm−3 (though still larger than the incident LISM nH=0.14 cm−3). However,
because it is wider, its column density is comparable to the two-shock case.
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Figure 5.20.Lines-of-sight profiles for the one-shock model plasma in the upstream direction (solid
line), sidestream direction (dotted line) and downstream direction (dashed line). Shown are (a) the
density profiles; (b) the plasma velocityvz; (c) the temperature, and (d) the velocityvx profiles.
(Zank et al., 1996.)

Figure 5.21.Lines-of-sight profiles for the one-shock model component 1 neutrals in the upstream
direction (solid line), sidestream direction (dotted line) and downstream direction (dashed line).
Shown are (a) the density profiles; (b) the plasma velocityvz; (c) the temperature, and (d) the velocity
vx profiles. (Zank et al., 1996.)
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The heliosphere is less distorted along the axis of symmetry than for the two-
shock case, and is smaller due to the higher assumed LISM pressure.

In the vicinity of the nose, the number density of component 1 flowing across
the TS is∼ 0.06 cm−3 with a velocity of∼ −20 km s−1, almost identical to the
two-shock model.

Since the H wall has a smaller transverse extent than the two-shock model, it
is less pronounced along the sidestream sightline. This may allow the one- and
two-shock models to be observably different, not only upstream, but sidestream as
well.

Finally, the upstream and downstream temperature characteristics of the he-
liospheric component 1 differ significantly between the one- and two-shock mod-
els. In the upstream direction of the one-shock model, some possible cooling of
the neutrals is predicted. A temperature asymmetry between upstream and down-
stream heliospheric neutrals is again present, but the downstream temperatures are
markedly lower than predicted by the two shock model.

To bridge the gap between models 1 and 2, Gayley et al. (1997) computed a
third model for which the inflow Mach number was chosen to be the intermediate
value 0.9 (model 3, Table VIII). However, the inflow temperature was reduced to
the more realistic valueT = 7600 K, and, to compensate, the plasma density was
increased slightly to ne=0.1 cm−3 so as to preserve the incident plasma heat flux.

The model 3 results for the component 1 neutrals are depicted by dot-dashed
curves in Figure 5.22. The overall structure and distribution are similar to model
2, underscoring the qualitative connection between subsonic models. The quanti-
tative attributes of the hydrogen wall are generally intermediate to models 1 and
2, presumably owing to the intermediate value of the Mach number, which ap-
pears to be the most important single parameter. Note that unlike Figures 5.18 and
5.21, Figure 5.22 shows neutral profiles along theα Cen sightline (see Section 5.6
below).

5.5.2. The 3D Multi-Fluid Model
The 3D gas dynamic model of Section 5.3.2 has been extended by Pauls and Zank
(1997) to include self-consistently interstellar neutral H in the multi-fluid frame-
work. In modeling the neutral component, the simpler two-fluid approach of Pauls
et al. (1995) is adopted, this to circumvent the considerable computational demands
imposed by the 3D simulation.

Before proceeding to the simulation results, one can anticipate the effects of in-
terstellar neutral charge exchange on the anisotropic solar wind. From Section 5.3.2,
recall that the presence of an anisotropic solar wind with a high velocity, low
density, high temperature polar steam diverts both the subsonic solar wind and
the LISM plasma flow into the ecliptic region of the heliosphere. The presence of
a high density band of fluid/plasma about the ecliptic plane must increase the fil-
tration of neutrals compared to the higher polar regions. With an increased neutral
flux of H over the poles, the polar wind must experience comparatively greater
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Figure 5.22.A comparative plot of component 1 neutrals from the 2D models in Table 5.6. The
density, radial velocity, and temperature profiles along theα Cen sightline are illustrated for model 1
(dashed), model 2 (dotted), and model 3 (dot-dash). (Gayley et al., 1997.)

deceleration, so reducing the degree of anisotropy seen in the 3D gas dynamic sim-
ulations. In addition, the global distribution of neutral H should also be anisotropic
in heliolatitude. Of course, it should be bourne in mind that these remarks pertain
primarily to the period of solar minimum.

Pauls and Zank (1997) use the same boundary conditions as used in their 3D
gas dynamic study (Pauls and Zank, 1996).

Shown in Figure 5.23 are sightline plots of the density, speed, and temperature
from the steady state plasma solution at the nose (solid line), side-stream in the
ecliptic plane (dashed line), over the poles of the sun (dash-dotted line) and toward
the heliotail (dotted line). In Figure 5.23(a), the first discontinuity in the density
(in the direction away from the sun) corresponds to the termination shock, the next
to the heliopause, and the last to the bow shock. The solar wind density decreases
almost adiabatically until the TS, mediated slightly by ion pickup. As before, the
hot pickup ions yield an increasing solar wind temperature profile for the one-fluid
plasma model. Some cooling of the heliotail is evident from Figure 5.23(c).

Plate 5.8 shows the normalized flow vectors and the log(H+ temperature) con-
tours of the steady state solution as a function of distance. The top panel shows
a cut through the three-dimensional data set in the polar plane, while the bottom
panel is a cut in the ecliptic plane. One immediately obvious difference between
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Figure 5.23.(a) Proton density, (b) speed, and (c) temperature, as function of heliocentric distance
along the nose (solid line), sidestream in the ecliptic plane (dashed line), over the solar poles
(dash-dotted line), and toward the heliotail (dotted line). (Pauls and Zank, 1997.)

this solution and the no-charge-exchange solution is that the vortices present in the
heliotail of the latter simulation are absent. This is a consequence of the dissipative
character of the charge exchange source terms.

The distances to the boundaries (TS, HP, and BS) are again greatly reduced by
charge exchange, as seen in Table XI which compares these distances for both the
gas dynamic and the multi-fluid simulations. Once again, the decrease in distance
to the TS is due mainly to the reduction in solar wind ram pressure associated with
the deceleration of the supersonic wind by charge exchange.

Another interesting result, illustrated in Plate 5.8, is the presence of a triple point
(letter A on the Plate) attached to the termination shock in the ecliptic plane. Only
for a two-dimensional gas dynamic simulation of a supersonic LISM interacting
with the solar wind does a triple point occur. However, the same 2D simulation
with the self-consistent inclusion of interstellar neutrals does not have a triple point
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Plate 5.8.Log[Temp] (contour and colour) and normalized flow vectors as a function of distance in
the polar plane (top panel) and in the ecliptic plane (bottom panel). A denotes the position of a triple
point. (Pauls and Zank, 1997.)

TABLE XI

Distances to the boundaries for both the no-charge-exchange and
charge-exchange cases for a supersonic LISM. Heliocentric distances
are given in AU. TS is the termination shock, HP is the heliopause, and BS is
the bow shock. Ecliptic refers to the side-stream direction in the ecliptic plane,
perpendicular to the pole direction

No charge exchange Charge exchange

Nose Ecliptic Pole Tail Nose Ecliptic Pole Tail

TS 133 195 230 320 95 145 165 240

HP 163 240 360 – 138 205 280 –

BS 380 – – – 230 – – –

(Section 5.3 and 5.5), this due to the heliosheath flow never attaining supersonic
speeds. However, the elongation of the heliosphere over the poles of the sun causes
the flow to be focussed in the ecliptic plane, both with and without the inclusion of
interstellar neutrals. Thus, the ecliptic plane heliosheath flow speed is higher (high
enough for the flow to become supersonic, so necessitating a triple point) than the
flow speed over the poles. Plate 5.8 also shows cooling of the heliotail region.
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Figure 5.24.(a) Neutral H density, (b) speed, and (c) temperature, as function of heliocentric dis-
tance along the nose (solid line), sidestream in the ecliptic plane (dashed line), over the solar poles
(dash-dotted line), and toward the heliotail (dotted line). (Pauls and Zank, 1997.)

The neutral H distribution corresponding to the plasma distribution described
above is shown in Figure 5.24 and Plate 5.9. Figure 5.24 gives the H sightline plots
of the density, speed, and temperature at the nose (solid line), side-stream in the
ecliptic plane (dashed line), over the solar poles (dash-dotted line), and towards the
heliotail (dotted line), while Plate 5.9 shows the density contours and normalized
flow vectors of the H fluid.

The elongation of the heliosphere along the solar poles leads to a greater shocked
LISM flow in the ecliptic plane compared to that over the poles. This 10% increase
in plasma density is evident between the HP and BS when the two side-stream
flows are compared (Figure 5.23). Since the charge exchange source terms are
proportional to the plasma density, charge exchange is enhanced between the HP
and BS in the ecliptic plane compared to the polar plane. This, in turn, causes a
greater deceleration of the neutral H fluid in the ecliptic plane compared to the polar
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Plate 5.9.Interstellar neutral hydrogen density (cm−3) (contour and colour) and normalized flow
vectors as a function of distance in the polar plane (top panel) and in the ecliptic plane (bottom
panel). The positions of the plasma boundaries are indicated. (Pauls and Zank, 1997.)

plane (Figure 5.24), and leads to a denser H pileup in the ecliptic plane compared
to the solar poles.

Since the density of the hydrogen wall is a maximum in the ecliptic plane, one
has more effective neutral H filtration here. Thus, less interstellar neutral H can be
expected to flow into the heliosheath in the ecliptic plane than at high solar latitudes
(Figure 5.24(a) and Plate 5.9).

Besides the enhancement of the LISM flow in the ecliptic region, the shocked
solar wind too is diverted into the ecliptic plane. This, together with the assumed
decrease in supersonic solar wind density with increasing heliolatitude, leads to
increased charge exchange in the ecliptic plane in the heliosheath (not enough,
however, to prevent the ecliptic flow from becoming supersonic). Thus, less inter-
stellar H flows into the supersonic solar wind in the ecliptic regions compared to the
polar regions. The higher H density over the poles of the sun reduces the elongation
of the TS in the charge exchange case compared to the no-charge-exchange case
(see Table XI which shows a 33% decrease in distance to the TS over the poles,
compared to a 29% decrease in the ecliptic plane when charge exchange is included
in the 3D model).

Thus, in summary, the elongation of the heliosphere over the solar poles, caused
by a ram pressure increase in this region, results in an increased flux of interstel-
lar H flowing into the heliosphere in the high heliolatitude regions compared to
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the ecliptic plane. This decreases, in turn, the elongation of the heliosphere over
the poles. If, in fact, the neutral interstellar hydrogen density were much higher,
the heliosphere might revert to a more spherical structure (and possibly be time
dependent).

5.5.3. The 2D Monte-Carlo models
As was discussed in Section 5.4, one should ideally calculate the interstellar neutral
distribution at a kinetic level since the Knudsen numberKn ' 1 for neutral H.
Extending the original hydrodynamic-like model of Baranov et al. (1981), Bara-
nov and Malama (1993, 1995) used a Monte-Carlo approach to solve the neu-
tral H Boltzmann equation and coupled this self-consistently to a steady-state 2D
hydrodynamic model of the solar wind and LISM plasma.

The steady-state gas dynamic equations are as usual

∇ · ρu = 0 ,

ρu · ∇u+∇p = ρF1 (fH(x, v), ρ,u, p) ,

∇ ·
[
ρu
(
u2

2
+ γ

γ − 1

p

ρ

)]
= F2 (fH(x, v), ρ,u, p) ,

(142)

wherefH(x, v) is the neutral H distribution function.
Neutral H trajectories in the solar wind and LISM plasma are computed using

the trajectory splitting Monte-Carlo method developed by Malama (1991), from
which the source termsF1 andF2 can be evaluated. The approach of Malama
(1991) is equivalent to solving the Boltzmann equation (1) with the integral pro-
duction and loss terms (2) and (8). It is assumed that the plasma can be described
as a Maxwellian distributionfp(x, v) with respect to the gas dynamic values deter-
mined by (142). The source terms in (142) are then computed from Equations (2),
(5), and (8) after integrating over the neutral H velocity space. The gas dynamic
equations (142) and the Boltzmann equation (1) are then solved iteratively until the
solution converges. The LISM neutral H distribution is assumed to be Maxwellian.
Besides charge exchange and photoionization, Baranov and Malama (1996) now
include electron impact ionization in the region between the termination shock and
heliopause. The Monte-Carlo scheme is inherently steady-state.

Illustrated in Figure 5.25 are three possible solutions for the global heliospheric
structure obtained by Baranov and Malama (1993, 1996). Examples 1 and 3 corre-
spond to models which incorporate the effects of resonant charge exchange, pho-
toionization, gravity, and electron-impact ionization. Model 2 excludes electron-
impact ionization and photoionization but is otherwise identical to model 1. The
parameters used for these models are tabulated in Table XII. The ratio of solar
radiation pressure to gravitational force isµ = Fr/Fg = 0.8.

The solutions illustrated in Figure 5.25 show that the TS in the upstream direc-
tion lie in the range 65–85 AU and some differences exist between the models that
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Figure 5.25.The boundaries of the termination shock, heliopause, and bow shock for undisturbed
LISM plasma and neutral H densities (1)np = 0.1 cm−3, nH = 0.2 cm−3, (2) np = 0.1 cm−3,
nH = 0.2 cm−3, and (3)np = 0.3 cm−3, nH = 0.3 cm−3. Curves (1) and (2) differ in that the (1)
includes the effects of electron impact ionization. (Baranov and Malama, 1996.)

TABLE XII

Solar wind and LISM parameters. 1≡Model 1, 2≡Model
2, 3≡Model 3

1 AU H+∞ H∞

n (cm−3) 7 0.11, 0.22,3 0.21, 0.32,3

u (km s−1) 450 26 26

M 10 1.9 (T = 6700 K)

include or exclude electron-impact ionization. These pertain primarily to the lo-
cation of the termination shock, indicating that in the heliosheath, electron-impact
ionization may play an important role. Of course, given the nature of the shock
heating of electrons and protons, it is unclear whether a Maxwellian description of
the shocked solar wind plasma is entirely appropriate and this may well alter the
quantitative conclusions that one draws from Figure 5.25. One-dimensional profiles
of the number density in the upstream direction for each of models 1, 2, and 3 are
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Figure 5.26.(a) Plasma number density (normalized to that of the undisturbed LISM) as a function
of heliocentric radius for the three different models of Figure 5.25. (b) Neutral number density as a
function of heliocentric distance fornp = 0.1 cm−3, nH = 0.2 cm−3 in the upwind direction. The
dashed lines are for neutral H whose source is the LISM (curve 1 is for primary LISM H and curve 2
for secondary LISM H i.e., component 1) and the the solid lines are for neutral H whose source is the
solar wind (curve 3 is for component 2 H and curve 4 for component 3 H). (Baranov and Malama,
1996.)

presented in Figure 5.26(a) and the basic characteristics have been discussed at
length already.

The neutral H number density in the upstream direction is illustrated in Figure
5.26(b) for model 1. Four sets of curves are plotted, the dashed curves correspond-
ing to interstellar neutral H and the solid curves to H born in the solar wind. Curve
1 denotes primary LISM H atoms and curve 2 is for the secondary atoms. Curve
1 illustrates clearly how the incident interstellar H atoms are depleted strongly
by charge exchange in the region between the bow shock and heliopause. These H
atoms are replaced by secondary atoms, shown by curve 2 in Figure 5.26(b), whose
characteristics are determined by the shocked interstellar plasma. This leads, as dis-
cussed above, to the formation of the hydrogen wall, which consists of those neutral
H atoms which experience charge exchange upstream of the HP. Curve 3 shows the
number density of component 2 neutrals and curve 4 of component 3 neutrals. The
energetically important component 2 neutrals peak in the vicinity of the HP and
experience secondary charge exchange as they stream into the LISM, significantly
heating the LISM plasma in the immediate vicinity of the HP, as described above.
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5.5.4. Analytical Model of the Heliopause
Many of the effects described in the preceding subsection can be elucidated by
means of a simple 1D analytic model (Khabibrakhmanov et al., 1996b). The basic
model consists of a hydrodynamic plasma coupled via resonant charge exchange
to a neutral fluid whose density varies self-consistently but whose velocity is pre-
scribed and constant. Using again the simplified source terms of Section 4.1, but
without assuming supersonic solar wind flow, we now have

∂ρ

∂t
+ ∇ · (ρu) = 0 ;

ρ
∂u
∂t
+ ρu · ∇u+ ∇p = −〈σv〉Nρ(u− V) ;

∂p

∂t
+ u · ∇p + γp∇ · u = −〈σv〉N

(
p − γ − 1

2
ρ(u− V)2

)
;

∂N

∂t
+∇ · (NV) = −〈σv〉

m
ρN ,

(143)

whereN is the neutral number density andV the corresponding velocity. In the
supersonic solar wind, one can assume incompressibility although the solenoidal
condition is no longer valid in the presence of charge exchange. Hence,

γ∇ · u = −〈σv〉N . (144)

For steady flow along the stagnation line, we thus obtain the model equations

u
dρ

dr
= 〈σv〉N

γ
ρ ,

ρu
du

dr
+ dp

dr
= −〈σv〉Nρ(u+ V ) ,

u
dp

dr
= 〈σv〉N γ − 1

2
ρ(u+ V )2 ,

d(NV )

dr
= −〈σv〉

m
ρN ,

(145)

after assuming that the neutral H flows against the subsonic solar wind plasma with
a constant velocity−V . Khabibrakhmanov et al. (1996b) integrate (145) to obtain

ρ = ρc
[

1

1+ x
(
xa + 1

1+ x
)(γ−1)/2

]2/[γ (γ+1)]
≡ ρcf (x) , (146)

wherex = u/V anda = (γ+1)/(γ−1). The plasma density remains finite, sayρc,
at the contact discontinuity (on the inner side) atxc = 0 for a finite neutral particle
velocityV . By takingV = 20 km s−1 and the solar wind speed downstream of the
TS,u2 = 100 km s−1, the density increases from a valueρ2 at the TS toρc where
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ρc

ρ2
= 1.8 , x2 = u2

V
= 5.

The neutral number density is given by

N = N2

1+ γ nc
N2

x∫
x2

t
df (t)

dt
dt

 ≡ N2fN(x) , (147)

where the constant of integration is specified by the neutral densityN2 on the
downstream side of the termination shock. In the case of complete stagnation at
the heliopause,uc = 0 atxc = 0. The net increase in the neutral H density from
the termination shock to the heliopause is given by

1N ≡ Nc −N2 = γ nc
0∫

x2

t
df (t)

dt
dt ' 0.8 . (148)

By further calculating the plasma pressurep from (145) and using the approxi-
mation

〈σv〉 = σvT ∝ σ
√
γp/ρ ,

together with the plasma continuity equation, Khabibrakhmanov et al. (1996b)
estimated the separation distance between the the TS and HP to be

RHP− RTS' 1.2γ

σN2

V

u2

√
ρc

ρ2
M2 ≡ 1.2RL = 38 AU , (149)

(γ = 5
3, M2 = 0.5, σ = 5 × 10−15 cm−2, N2 = 0.07 cm−3). The separation

distance is consistent with the simulations described above.
Although we do not discuss it in detail here, Khabibrakhmanov and Summers

(1996) generalized the potential flow analysis of Section 5.2 to include ion pickup
in the heliosheath. In view of (144), one now has to solve the Poisson equation for
the velocity potential, i.e.,

∇2φ = −〈σv〉
γ
N . (150)

The analysis, while straightforward, is somewhat involved and simple expressions
analogous to those derived in Section 5.2 are not readily available. The interested
reader is referred to Khabibrakhmanov and Summers (1996) for details.

5.6. INFERRED STRUCTURE OF THE HELIOSPHERE

In principle, we should already be in a position to decide observationally whether
the heliosphere is a one- or a two-shock heliosphere. Bertaux et al. (1985) inferred
the characteristics of neutral interstellar hydrogen in the interplanetary medium
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using PROGNOZ 5 and 6 interplanetary Lymanα line profile measurements. Their
estimates for hydrogen flow speeds and directions are consistent with subsequent
measurements of these quantities presented by Lallement et al. (1993) and Clarke
et al. (1995). Bertaux et al. (1985) suggested an upwind interstellar neutral tem-
perature in the interplanetary medium of 8000± 1000 K and Clarke et al. (1995)
suggest a downwind temperature of 30 000 K. This appears to be roughly consistent
with the one-shock model expectations. Adams and Frisch (1977), using Coperni-
cus data, obtained an upper limit of∼ 20 000 K for upstream H temperature which,
while not inconsistent with the one-shock model, may favour the two-shock model.

The most promising approach, however, to determining remotely the global
structure of the heliosphere is to use the Lyman-α absorption line in the direction
of nearby stars. A neutral hydrogen pileup or wall may be detectable in direc-
tions where the decelerated H is red-shifted out of the shadow of the interstellar
absorption if the interstellar column density is sufficiently low. Linsky and Wood
(1996) and Frisch et al. (1996) attributed the red-shifted excess absorption in Hub-
ble Space Telescope (HST) GHRS Lyman-α observations towardsα Cen (seen
previously by Copernicus and IUE, Landsman et al., 1984) to the solar hydrogen
wall. Shown in Figure 5.27 are the Linsky and Wood (1996) observations. The solid
curves are the observed profiles forα Cen A and B, and the wavelength scale is
relative to the Lyman-α line center in the heliocentric rest frame. The dashed curve
is the assumed intrinsic stellar Lyman-α emission profile. In both the analysis of
Linsky and Wood (1996) and Gayley et al. (1997) (below), the accurate represen-
tation of the intrinsic stellar profile is unimportant since the absorption features of
interest vary sharply. The dotted curves in Figure 5.27 give the attenuation of the
stellar Lyman-α emission by interstellar H with column depthN = 4.5 × 1017

cm−2, velocityV = −18 km s−1 and a Doppler broadeningb = 9.3 km s−1. The
value forN was fixed by scaling to the Deuterium column density, assuming the
commonly accepted value of D/H= 1.6× 10−5 (Linsky et al., 1995). Figure 5.27
shows very clearly that additional absorption is required both redward and blue-
ward of the interstellar feature if the fit is to be completed. Furthermore, the fit
must be applied preferentially to the redward side, so arbitrarily changing the D/H
ratio is unacceptable. Linsky and Wood (1996) and Frisch et al. (1996) interpreted
the additional redward absorption as evidence for the detection of the hydrogen
wall. The blueward absorption suggests the possibility of a hydrogen wall aboutα

Cen A and B.
To see why the H wall should produce an observable signature in the Lyman-α

absorption data, consider the optical depth of the H wall,

τhw(λ) = 7.5× 10−13

bhw
Nhwe

−(247λ−vhw)2/b2
hw , (151)

wherevhw andbhw are in km s−1 (and negativevhw corresponds to motion toward
the Sun), andλ is in Å from line center in the heliocentric frame. The narrow
absorption domain of interest in Figure 5.27 appears in the vicinity of +0.1 Å,
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Figure 5.27.The solid curves are GHRS Lyman-α profiles towards (a)α Cen A and (b)α Cen
B. The upper dashed curve is the assumed intrinsic stellar Lyman-α emission profile. The dot-
ted curve shows the intrinsic stellar emission line after absorption by a purely LISM cloud with
NH = 4.5× 1017 cm−2, b = 9.3 km/s, andv = −18.2 km/s, with D/H= 1.6× 10−5. (Linsky and
Wood, 1996.)

corresponding to a Maxwellian sub-population moving at+25 km s−1 away from
the Sun. Linsky and Wood (1996) found they could achieve a reasonable fit to
the profile in this domain usingNhw = 3× 1014 cm−2, bhw = 22 km s−1, and
vhw = −8 km s−1. Using these parameters, equation (151) yieldsτhw = 1.12
at λ = +0.1. Thus, a simple constraint is that any heliospheric model invoked
to explain this absorption feature must yield an optical depth of roughly unity at
λ = +0.1 in the heliocentric frame.

Since the column depth of the hydrogen wall is three orders of magnitude
smaller than the column depth in the LISM towardα Cen, it may be surprising
at first glance that the heliospheric optical depth at +0.1 Å is of the same order as
the LISM optical depth at that wavelength. The key difference is that the hydrogen
wall is heated and decelerated, which both broadens and redshifts the heliospheric
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component away from the−0.07 Å centroid of the LISM absorption and toward
the+0.1 Å wavelength of interest.

To compare the relative importance of the temperature increase and the velocity
shift in allowing the hydrogen wall to be visible, one finds from Equation (151)
that decelerating the projected velocity of the hydrogen wall along theα Cen
sightline by an additional 1 km s−1 (from−8 km s−1 to−7 km s−1) has the same
effect as increasing the temperature by 2300 K (ifbhw is purely thermal, so that
Thw = 61b2

hw). Each would increase the optical depth by 15%. Since the Linsky
and Woodvhw is redshifted by 10 km s−1 relative to the LISM, and heated by about
24 000 K, extrapolating the above analysis suggests that each of these effects con-
tributes about equally in making the hydrogen wall visible. However, the nonlinear
response to temperature rapidly becomes important as the temperature falls, and
equation (151) indicates thatτhw(0.1) falls by a factor of 5 ifbhw is reduced to
16 km s−1, corresponding toThw ' 16,000 K. For this reason, the temperature is
the parameter that shows the most significant variation, and is therefore the most
critical discriminant.

Gayley et al. (1997) used Equation (151) locally in conjunction with the mod-
elled heliospheres of Section 5.5.1 (specifically, models 1, 2, and 3 listed in Ta-
ble IX) and the Linsky and Wood (1996) assumptions about the interstellar H
parameters to obtain synthetic Lyman-α absorption spectra. Figure 5.28 shows the
Lyman-α absorption at the red edge of the LISM feature for each of the three
heliospheric models listed in Table IX. The modeled results can then be compared
directly to the GHRS data of Linsky and Wood (1996) (the solid curve).

The primary and very important conclusion to emerge from the Gayley et al.
(1997) study is that the synthetic Lyman-α profiles support the detection of the
hydrogen wall by Linsky and Wood (1996). Thus, it appears that the hydrogen
wall has indeed been observed!

Comparing the results of models 1–3 with the observations demonstrates the
following points, all of which are robustly insensitive to variations in the plausi-
ble intrinsic profile. (1) Heliospheric Lyman-α absorption in the supersonic model
(model 1) is too strong due to the stronger deceleration and especially the increase
in temperature of the interstellar neutrals in the hydrogen wall. (2) Heliospheric
Lyman-α absorption in the subsonic model with low Mach number (model 2) is too
weak, since the more gradually diverted interstellar plasma flow leads to less de-
celeration and less heating of the interstellar neutrals. (3) The model with a barely
subsonic Mach number of 0.9 (model 3) and a larger plasma density (see Table IX)
does yield a favorable fit, giving compression and charge exchange heating of the
neutrals intermediate to the results of Models 1 and 2.

The consistency with GHRS data given by the parameters of model 3 should
not be expected to be unique, and other combinations may well suffice. How-
ever, Gayley et al. (1997) suggest that the incident interstellar gas flow can be
neither highly supersonic nor highly subsonic, since these possibilities lead rather
inevitably to Lyman-α absorption that is either too strong or too weak respectively.



SOLAR WIND-LISM INTERACTION 533

Figure 5.28.Similar to Figure 5.26, except that absorption from the three heliospheric models is
included. All curves from Figure 5.26 are reproduced as solid lines, while the dashed curve is for
model 1 (M=1.5), dotted for model 2 (M=0.7), and dot-dashed for model 3 (M=0.9). Again, (a) and
(b) refer toα Cen A and B respectively. The red edge of the LISM absorption feature is fitted best
by model 3, and note that none of the models can fit the blue edge. This raises the possibility thatα

Cen A and B also possess a hydrogen wall. (Gayley et al., 1997.)

On the other hand, it appears that a barely subsonic interstellar wind provides the
proper degree of both deceleration and heating of the neutrals to fit the data. More
detailed constraints on the interstellar Mach number and inflow density imposed
by these data clearly need to be explored in future models.

Finally, Richardson (1997) has used the solar cycle variability of the solar wind
ram pressure to suggest the possibility that this may cause the HP to move in and
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out. If the heliopause speed is large compared to that of the LISM, the possibility
that the heliosphere will alternate between a one- and two-shock heliosphere was
suggested. By considering IMP 8 and Voyager 1 and 2 data, estimates of the pos-
sible movement of the HP were derived which appeared to support the possibility
that the global heliospheric structure might alternate with solar cycle between a
one- and two-shock state. To support this idea, however, more extensive theoretical
modelling efforts are needed.

6. Global Models of the Solar Wind-LISM Interaction II.
Magnetohydrodynamic Models

The role of both interplanetary and interstellar magnetic fields was neglected en-
tirely in Section 5. Unfortunately, compared to our present understanding of hy-
drodynamical models of the heliosphere, efforts to include magnetic fields into
these models are at a somewhat preliminary stage. At present, only a handful of
papers have simulated the 3D MHD structure of the heliosphere and much remains
to be explored. Here, we survey briefly some analytic approaches that have been
developed and describe the few simulations that exist.

To model the interaction of the solar wind with a partially ionized LISM, the
following 3D set of MHD equations must be solved,

∂ρ

∂t
+∇ · ρu = Qρ , (152)

ρ
∂u
∂t
+ ρu · ∇u+ (γ − 1)∇e + (∇ × B)× B = Qm , (153)

∂

∂t

(
1

2
ρu2+ e + B

2

8π

)
+

∇ ·
[(

1

2
ρu2+ γ e

)
u+ 1

4π
B× (u× B)

]
= Qe , (154)

∂B
∂t
− ∇ × (u× B) = 0 , (155)

∇ · B = 0 , (156)

together with the equation of statee = αnkBT /(γ − 1) = p/(γ − 1). Here the
choice ofα = 1 or 2 (or greater) corresponds to either the neutral or plasma pop-
ulation. The remaining variables have their usual definitions and the source terms
Qρ, Qm, andQe serve to couple the neutral hydrogen and proton populations.

Subject even to the assumption of an isotropic solar wind, the problem (152)–
(156) is inherently 3D thanks to the solar magnetic field and the current sheet. The



SOLAR WIND-LISM INTERACTION 535

little that we know about the orientation and strength of the LISM magnetic field
is summarized in Section 5.1.

6.1. KINEMATIC MAGNETIC FIELD MODELS

Magnetic fields do not play a major role in the dynamics of the supersonic solar
wind, their pressure contribution being much less than that of the solar wind ram
pressure. However, in the presence of a solar wind decelerated by ion pickup, the
magnetic field can deviate slightly from the expectations of the familiar Parker
(1963) interplanetary magnetic field. Recall that subject only to the assumption of
Bθ = 0 and axial symmetry (∂Bφ/∂φ = 0 in spherical co-ordinates (r, θ, φ)), the
IMF spirals according to [Parker, 1963]

Bφ(r) = Br(rc)
(rc
r

)2 �(r − rc)
u

;

Br(r) = Br(rc)
(rc
r

)2
,

(157)

whererc is an inner boundary. The total magnetic intensity is|B| = (B2
r +B2

φ)
1/2 ∝

r−1 for r � rc. In deriving (156), it was not assumed that the radial solar wind
speedu was a constant in heliocentric radial distance. With charge exchange,u

decays approximately asu0(1 − Ar−1) for some constantA (see Section 4.3),
indicating thatBφ(r) is correspondingly larger at a given location in the outer
heliosphere than its nominal Parker value. This is an obvious result of the com-
pression of the solar wind as it decelerates. By using the solar wind – LISM
models of Section 5.5.1, the difference betweenBφ for a solar wind mediated by
charge exchange and one without charge exchange can be determined. Illustrated
in Figure 6.1 is the 10% increase inBφ compared to theBφ expected from a
constant velocity solar wind. Smaller differences can be expected in the down-
stream direction since the deceleration of the solar wind is less pronounced in this
direction.

Much more interesting is the role of the magnetic field in the heliosheath,
especially in the upstream region where the flow is subsonic and approximately
incompressible. It was observed by Axford (1972) and Cranfill (1971) that down-
stream of the termination shock, the flow velocityu ∝ r−2 for a flow that is
spherically symmetric, radial and incompressible (ρ ∼ const.). Hence, since

ruBφ = constant, (158)

(Br can safely be neglected), the azimuthal or transverse component increases
according to

Bφ ∝ r sinθ . (159)

Evidently, the magnetic field energy density must increase downstream of the ter-
mination shock until it begins to exert an appreciable dynamical effect on the
diverted shocked solar wind flow and the interstellar flow.
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Figure 6.1.Plot of the upstream and downstream radial flow velocity obtained from the axisymmetric
models of Section 5.3 (no LISM neutrals, constant flow speed) and Section 5.5.1 (self-consistent
inclusion of LISM neutrals, decelerating solar wind) and the corresponding azimuthal magnetic field
componentBφ as a function of heliocentric distance.

By following Axford (1972), Cranfill (1971), and Nerney et al. (1991; 1993), the
steady spherically symmetric equations (152)–(156) can be integrated from the TS
outward. The boundary conditions at the TS are determined from the normalized
Rankine–Hugoniot conditions for an MHD shock, i.e.,

ρ̄2ū2 = 1 ,

ρ̄2ū
2
2 = p̄2+ B̄2

2/βp = 1+ β−1
p ,

1

2
ū2

2+
γ

γ − 1

p̄2

ρ̄2
+ 2

βp

B̄2
2

ρ̄2
= 1

2
+ 2β−1

p , (160)

B̄2ū2 = 1 ,

after assuming that the solar wind is cold (p1 ' 0) and that the solar wind mag-
netic field is purely azimuthal. In (160),βp ≡ ρ1u

2
1/B

2
1 is the plasma beta and

ρ̄ = ρ/ρ1, ū = u/u1, B̄ = B/B1, andp̄ = p/ρ1u
2
1. The subscripts 1/2 denote up-

stream/downstream, as before. The integrated equations of motion in the subsonic
regime are



SOLAR WIND-LISM INTERACTION 537

Figure 6.2.(a) The Axford-Cranfill effect.βp = 500. (b) The normalized total pressurep̄T as a
function of normalized radius forβp = 250, 500, and 750. As the magnetic field strength increases,
the total pressure decreases. (c)p̄T for βp = 500 at polar anglesθ = 0◦, 30◦, 60◦, and 90◦. The 0◦
case is the same as the zero-field solution and the solution for 90◦ corresponds to panels (a) and (b).
(Nerney et al., 1991.)

ρ̄ūr̄2 = 1 ,

1

2
ū2+ γ

γ − 1

p̄

ρ̄
+ 2β−1

p B̄2 = 1

2
+ 2β−1

p ,

p̄/ρ̄γ = p̄2/ρ̄
γ

2 ; (161)

r̄ ūB̄ = 1 ,

where r̄ = r/Rt . The reason for expressing the Rankine–Hugoniot conditions
(160) and the equations of motion (161) in normalized form is to emphasize that
the plasma betaβp is the only parameter in the problem. Equations (160) and (161)
are solved easily for different values ofβp. Illustrated in Figure 6.2 are solutions
for different values ofβp (Nerney et al., 1991; Axford, 1972). HerēpT is the
normalized total pressure (kinetic, thermal and magnetic) andMA is the Alfvén
Mach number. It was observed by Cranfill and Axford thatp̄T is reduced relative
to the thermal pressure in the absence of a magnetic field. This effect should there-
fore move the TS in towards the sun for a given interstellar pressure, but only if
the distances are large (r > 5Rt ). The azimuthal field increases downstream of
the termination shock until the magnetic field gradient begins to drive the flow
outwards so that, asymptotically, the flow does not stagnate.

The amplification of the azimuthal magnetic field in the heliosheath has been
called the ‘Axford–Cranfill’ effect. Clearly, the very simplified analysis presented
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above needs to be considered in the context of more realistic heliospheric geome-
tries. Nerney et al. (1991, 1993, 1995) have used the heliospheric model of Suess
and Nerney (1991) (Section 5.2) to compute kinematically the interplanetary mag-
netic field in the heliosheath. In particular, they suggested on the basis of their
gas dynamic generalization of Parker’s model that the distance separating the he-
liopause and termination shock might beRH/Rt ' 2 (Equation (105)), with the
implication that the Axford–Cranfill effect might be negligible.

To quantify the importance of the Axford–Cranfill effect, Nerney et al. (1991)
solved the induction and solenoidal equations (154) and (156) in the (kinematic)
limit in which the force on the fluid due to the magnetic field is ignored. By writing
B in streamline coordinates,

B = Bsês + Bt êt + Bφêφ , (162)

ês = u/|u| , êt = êφ × ŝ ,
for the unknown scalar componentsBs,Bφ, andBt , one can use the model of Suess
and Nerney (1990) (Section 5.2) in the induction equation (154). In cylindrical
coordinates (r, φ, z), it may be shown explicitly thatBφ andBt can be derived
from the streamline constants (104), and that the component along the streamline
Bs satisfies the first-order differential equation

u · ∇
(
Bs

u

)
− 2Bt
ru2
∇ψ · ∇u = 0 . (163)

Equation (163) must be integrated numerically subject to the determination of
(Bs,Bt , Bφ) on the shock. This is accomplished by using the asymptotic form of
(156) (r � rc) and converting to the streamline coordinate system.

Nerney et al. (1991) find that in the downstream direction, the magnetic field
energy density never becomes large enough to dominate either the kinetic or inter-
nal energy density. In the upstream direction, however, this is no longer the case,
even though the separation distance between the HP and TS is not very large. The
reason for the larger than expected amplification of the azimuthal magnetic field is
the stronger deceleration of the heliosheath flow before it turns along the face of
the heliopause. The stronger deceleration then leads to additional compression and
hence amplification of the magnetic field.

Pauls and Zank (1997c) used their 3D hydrodynamical model of an isotropic
solar wind interacting with the supersonic LISM (Pauls and Zank, 1997a) to inves-
tigate the kinematic magnetic field topology under more realistic flow conditions.
The interstellar magnetic field is assumed to be parallel to the solar rotation axis
with a magnitude of 0.15 nT, while the interplanetary magnetic field is a Parker
spiral with a magnitude of 5 nT at 1 AU. Plate 6.1(a) (Pauls and Zank, unpublished)
illustrates the 2D projection of the IMF, and the Parker spiral is clearly evident,
extending in a symmetric fashion until the TS in the upstream direction. Thereafter,
the magnetic field is compressed at the TS and the field line which passed through
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Plate 6.1.(a) Shown in white are the interplanetary Parker magnetic field lines in the ecliptic plane.
The colour corresponds to the Log[plasma temperature (K)] as a function of distance. The model
heliosphere corresponds to the 3D isotropic gas dynamic simulations of Pauls and Zank (1996). (b) A
3D depiction of the interplanetary and LISM magnetic field showing the characteristic ‘tornado’-like
structure of the IMF. Of note is the repeated crossing of the termination shock by the spiral magnetic
field. (Pauls and Zank, unpublished.)
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Figure 6.3.The normalized magnetic field strength along the nose. (Pauls and Zank, 1997.)

the upstream TS can re-enter the unshocked heliosphere at a higher latitude further
down the TS. Indeed, as is evident from Plate 6.1a, a magnetic field line can cross
the termination shock multiple times. One implication of this, is that the TS cannot
be approximated as a perpendicular shock throughout most of the heliosphere.
The 3D projection of Plate 6.1a is shown in Plate 6.1b, showing the tornado-like
character of the interplanetary magnetic field. Plate 6.1(b) shows especially clearly
how the high latitude magnetic field crosses the TS multiple times before being
dragged out by the subsonic heliotail and supersonic heliosheath flow. The draping
of the interstellar magnetic field about the heliopause can also be seen.

The magnetic field topology revealed in Plates 6.1a and 6.1b has intriguing
implications for both the acceleration of the anomalous cosmic-ray component and
the transport of cosmic-rays in the heliosphere. To date, these have scarcely been
appreciated although Nerney et al. (1995) have made similar points.

The amplification of the azimuthal magnetic field along the stagnation line is
illustrated in Figure 6.3 as a function of radial distance. The interstellar field is
compressed by a factor of∼2 at the weak bow shock and then increases almost
tenfold over the assumed LISM magnetic field before meeting the interplanetary
magnetic field at the heliopause. The Axford–Cranfill effect is clearly evident.
The magnitude of the LISM magnetic field in the vicinity of the HP in the ecliptic
region indicates that theJ × B force should certainly not be neglected here and
that the kinematic model breaks down. Nonetheless, the kinematic models provide
considerable insight into the expected behaviour of the IMF in the heliosheath.

Before turning to those simulations in which the magnetic field is included self-
consistently, it should be mentioned that Nerney et al. (1995) consider the effect
of the 22-year solar cycle on the heliosheath magnetic field. Since the heliosheath
flow speed is subsonic for large regions of the two-shock model and throughout
the one-shock model, it can take almost one solar cycle for the shocked solar wind
to convect down the heliosheath/heliotail. Thus, the changing polarity of the solar
magnetic field over the solar cycle can influence the overall magnetic field structure
in the heliosheath. Nerney et al. (1995) show that streamlines in the heliosheath
carry an imprint of the 11-year magnetic polarity cycle, which they name ‘magnetic
polarity envelopes.’ The polarity envelopes are mappings of the unipolar regions
lying at either pole of the sun. During solar minimum, the polarity envelopes grow
to their maximum latitudinal extent and shrink to zero at solar maximum. This
leads to alternating polarities of the envelopes in the heliosheath.
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6.2. ANALYTIC TWO -SHOCK MHD MODEL

The thin layer or Newtonian approximation method for determining the structure
of the heliospheric bow shock (Baranov et al., 1971; Section 5.2) for a supersonic
LISM has been extended to include a homogeneous interstellar magnetic field of
arbitrary magnitude and orientation (Fahr et al., 1988; Ratkiewiez, 1992). As in
Section 5.2, for a two-shock model, the heliopause curve defined byr = r(θ)

satisfies a third-order ordinary differential equation of the form (107), where now
F1,2,3 = F1,2,3(θ, ρ∞,u∞ ,B∞) depends also on the LISM magnetic field parame-
ters. The initial conditions are (108) andr ′′(0) = f (MA) (Ratkiewiez, 1992). The
minimum heliocentric distance to the HP is now given by

(RH/r0)
2 = ρ0u

2
0/
(
ρ∞u2

∞ cos2 θs − B2
∞ cos 2(θ0− θs)

)
, (164)

(compare to Equation (109)) whereθ0 is the LISM magnetic field inclination angle
relative to the LISM flow vector andθs is the deviation angle of the heliospheric
stagnation line from the LISM flow vector. The angleθs can be obtained from (Fahr
et al., 1988)

ρ∞u2
∞ sin 2θs = 2B2

∞ sin 2(θs − θ0), −π/2≤ θs ≤ π/2 . (165)

For a given Alfvén Mach number, the appropriate third-order equation (107) can
be solved numerically, and examples for a magnetic field parallel to the LISM
flow are illustrated in Figure 6.4. AsMA increases from 1, the HP curvature de-
creases. ForMA ' 1, the thin layer approximation predicts an almost spherical
structure. Shown in Figure 6.5 are curves of the minimum heliocentric distance to
the HP as a function of magnetic field inclination angle. For allMA, the minimum
distance occurs for an inclination angle ofθ0 = 90◦, i.e., for a LISM magnetic
field perpendicular to the interstellar flow, and the maximum distance occurs for a
LISM magnetic field parallel to the flow vector. The deviation angleθs plotted as a
function of magnetic field inclination angleθ0, Figure 6.6, shows that the stagnation
line can deviate substantially from the LISM flow direction. The deviation depends
critically on whetherMA is greater or less than 1.

Mullan and Arge (1996) have suggested that the structure of the bow shock
should be determined by dissipative processes associated with ion-neutral friction.
A 1D two-fluid transverse MHD model (i.e., an MHD fluid coupled to a neutral H
fluid by charge exchange) was was used to explore this possibility. For a significant
range of plausible LISM electron number densities and magnetic field strengths,
Mullan and Arge (1996) found that the heliosphere bow shock can be mediated
by ion-neutral drifts. Since the primary dissipation mechanism in the model is ion-
neutral damping, the length scale for the shock thickness can be hundreds (or more)
of AU. This is depicted in Figure 6.7 which plots contours of the bow shock thick-
ness as a function of upstream LISM ion density and magnetic field strength. If the
bow shock is indeed mediated strongly by ion-neutral drift, this may effectively
ensure a one-shock structure for the heliosphere. However, the results of Mullan
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Figure 6.4.Examples of heliopause geometry for different Alfvén Mach numbersMA in the MHD
thin layer approximation (θ0 = 0◦, θs = 0◦). (Ratkiewicz, 1992.)

Figure 6.5.Heliocentric distance to the heliopause as a function of inclination angleθ0 for different
Alfv én Mach numbers. (Ratkiewicz, 1992.)
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Figure 6.6.Deviation angleθs as a function of inclination angleθ0 for different values of the Alfv́enic
Mach number. (Ratkiewicz, 1992.)

and Arge (1996) are 1D only and the scale length of the shocks they investigate are
comparable to the global heliospheric-LISM system and multi-dimensional effects
should not be neglected.

6.3. 3D MHD MODELS

The number of papers attempting to simulate the full 3D structure of the magne-
tized solar wind interacting with a magnetized LISM is small. The inclusion of
magnetic fields renders the problem of heliospheric structure fully three-dimen-
sional. Nonetheless, some efforts have been made to include magnetic fields into
axisymmetric models (Fujimoto and Matsuda, 1991; Baranov and Zaitsev, 1995;
Pogorelov and Semenov, 1997), assuming that the LISM magnetic field is parallel
to the interstellar flow and that the solar wind is not magnetized. Since such a field
orientation is not expected of the LISM and since some controversy exists about the
possibility that the bow shock can split into several shocks (fast, slow and normal),
we do not discuss these models here. Indeed, we should emphasize that the relative
paucity of MHD simulations makes it difficult to draw firm conclusions about
heliospheric structure in a magnetized environment. Instead, we shall describe the
basic 3D results that have been presented by Washimi (1993), Washimi and Tanaka
(1996), Ratkiewicz et al. (1998), Pogorelov and Matsuda (1998), and Linde et al.
(1998).

Ratkiewicz et al. (1998) assume an unmagnetized solar wind and consider the
variation of interstellar magnetic field strength and orientation. Thus, the funda-
mental role of the Axford–Cranfill effect is neglected. No interstellar neutral com-
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Figure 6.7.The solid lines depict contours of the logarithm[shock thickness (AU)] of ion-neutral
mediated shocks as functions of initial proton number density and initial magnetic field strength.
The narrowest shocks (top contour) are∼ 100 AU wide. Above the top curve, ion-neutral friction is
insufficient to completely mediate the shock and the shocks are narrower. (Mullan and Arge, 1996.)

ponent is included either. These authors concentrate on relating the analytic two-
shock results of Section 5.2 above to the simulations, specifically the orientation of
the stagnation line and the stand-off distance of the heliopause. Illustrated in Fig-
ure 6.8 are the pressure contours for a 3D simulation in which the magnetic field in-
clination angleθ0 is 30◦. Figure 6.8 is plotted in the symmetry plane defined by the
magnetic field and LISM flow vectors. The BS, HP, and TS, while not very clearly
resolved, are marked. Both the HP and BS exhibit a marked asymmetry and the
TS appears to also be somewhat asymmetric. The heliopause nose and BS nose are
in opposite directions and the TS does not appear to be bullet-shaped even though
the simulations exclude LISM neutrals. Ratkiewicz et al. (1998) find generally that
for magnetic field inclination angles 0◦ < θ0 < 90◦, the heliopause/heliosphere is
asymmetric, and that the minimum distance to the HP (TS) occurs forθ0 = 90◦.
For the BS, the minimum distance occurs forθ0 = 0◦. These results are in ba-
sic agreement with those derived from the analytic thin-layer two-shock models,
although the thickness of the heliospheric boundary regions appears to invalidate
the Newtonian approximation. Reasons for the asymmetry of the HP and BS are
presented by Ratkiewicz et al. (1998).

Pogorelov and Matsuda (1998) considered too the influence of the LISM mag-
netic field inclination angle on the global heliospheric structure. In their simula-
tions, they also neglect the interplanetary magnetic field and interstellar neutrals.



SOLAR WIND-LISM INTERACTION 545

Figure 6.8.Thermal pressure contour plots for inclination angleθ0 = 300, LISM Mach number
MA = 1.5, and solar Mach number 10. The positions of the bow shock, heliopause, and termination
shock are labeled. (Ratkiewicz et al., 1997.)

Figure 6.9.Density profiles along the stagnation axis for different magnetic field inclination angles
θ0. (Pogorelov and Matsuda, 1998.)
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TABLE XIII

Solar wind and LISM plasma para-
meters used for the 3D simulations
of Washimi and Tanaka (1996). Solar
wind parameters are for 1 AU except
for T which corresponds to 50 AU

Solar wind LISM

n(cm−3) 5 0.1

u (km s−1) 400 25

T (K) 104 104

|B| (nT) 2.8 0.15

Like Ratkiewicz et al. (1998), they find that the asymmetry of the heliopause
is roughly consistent with the analytic Newtonian approximation model. In Fig-
ure 6.9, the density profile along the Sun–LISM flow direction axis is plotted for
three inclination anglesθ0 and forB = 0. Unfortunately, the profile is not plotted on
a logarithmic scale and the TS location is not easily read off the graph. Altogether,
the same basic conclusions arrived at by Ratkiewicz et al. (1998) appear to hold in
the analysis of Pogorelov and Matsuda (1998).

Washimi and Tanaka (1996) and Linde et al. (1998) have developed fully 3D
MHD simulations which include the interplanetary magnetic field. We consider
first the simulations of Washimi and Tanaka (1996) since, unlike those by Linde
et al. (1997), no neutral hydrogen model is included at any level.

The parameters of the Washimi and Tanaka (1996) simulations are listed in
Table XIII. The LISM magnetic field is perpendicular to the LISM flow and par-
allel to the solar rotation axis. The global structure is illustrated in Figure 6.10,
and the bow shock, heliopause and termination shock are evident. The charac-
teristic bullet-shape of the TS seen in the gas dynamic simulations is recovered.
In Figure 6.11, the magnetic field components and magnitude are plotted. The
interplanetary toroidal componentBy is enhanced in the heliosheath. An inter-
esting result is that the neutral sheet in the heliosheath is bent upwards, so that
the amplitude ofBy is greater on the equatorial than on the meridional plane.
The equipressure contours are a minimum in the middle region of the upstream
heliosheath and the pressure depression is more evident on the equatorial than on
the meridional plane. The depressions are due to a magnetic pressure effect and
the pressure depletion in Figure 6.10 coincides exactly with theBy enhancements
of Figure 6.11. This corresponds to the formation of a 3D magnetic shell or wall
in the outer regions of the upstream heliosheath. The outward flow of the shocked
solar wind (theux component) is rapidly curtailed, indicating that the magnetic
wall in the middle and high latitudes diverts the flow tailward. Only on the up-
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Figure 6.10.Global structure of the 3D MHD solar wind-LISM interaction. The upper and lower
halves of each panel correspond to the meridional (x, z) and equatorial (x, y) planes respectively.
From the upper left in clockwise order, the panels show pressure, temperature,ux velocity, anduz
velocity contours respectively. Solid and dashed lines correspond indicate positive and negative val-
ues. Regions of positive and negative maximum/minimum values are indicated by a p or m. (Washimi
and Tanaka, 1996.)

wardly distorted heliospheric current sheet isux positive almost all the way to the
heliopause. Thus, Washimi and Tanaka (1996) find that the region between the TS
and the magnetic wall is occupied by solar wind originating from the middle and
high latitudes whereas the region between the magnetic wall is composed of solar
wind originating from the equatorial neutral sheet region.

Profiles of the ram pressure, thermal pressure, and magnetic pressure are shown
in Figure 6.12 and the location of the termination shock, heliopause, and bow shock
is identified. The TS is located at∼90 AU and the HP at∼145 AU. Observe the
peak in the magnetic pressure at the HP, which balances approximately the solar
wind thermal pressure. The magnetic wall, located at∼115 AU, corresponds to a
local minimum in thermal pressure and to a virtual stagnation of the solar wind
flow. The presence of a subsequent peak in the subsonic solar wind ram pressure
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Figure 6.11.The global structure of the magnetic field corresponding to Figure 6.10. As before, in
clockwise order, the panels showBx , By , Bz, and|B| contours. Dotted lines depict zero values of a
variable. (Washimi and Tanaka, 1996.)

beyond the magnetic wall indicates that this plasma does not originate locally i.e.,
it comes from the equatorial current sheet region, as discussed above.

Thus, the major result to emerge from the Washimi and Tanaka (1996) study
is that the subsonic/heliosheath solar wind is effectively partitioned by a magnetic
wall. The inner plasma, between the TS and magnetic wall, has its origin in the
higher latitude solar wind whereas the outer shocked solar wind plasma originates
from the equatorial region where the magnetic field is weaker.

The magnetic pressure effect and the subsequent bending of the current sheet
can be understood as a straightforward consequence of theJ×B force, the Axford–
Cranfill amplification of the azimuthal magnetic field component, and the presence
of a current sheet. In the equatorial region of the heliosheath,Bφ increases much
more than elsewhere in the heliosheath. Present in the same region, however, is
the magnetic neutral sheet at whichBφ = 0 and across whichBφ is oppositely
oriented. A phenomenological representation of the Parker field in the heliosheath
may be
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Figure 6.12.Spatial variation of the ram pressurePram, thermal pressureP , and magnetic pressure
PB along the lineθ = 80◦ (colatitude) in the meridional plane (x, z) along the stagnation axis.
(Washimi and Tanaka, 1996.)

B =
[
B0

r2
r̂ − B0

sinθ

r
φ̂

]
f (θ) , (166)

where, by way of example and for the sake of simplicity, we have assumedf (θ) ≡
tanh

[
a(π/2− θ)] for some amplitudea. TheBφ component of the magnetic field

as a function of co-latitude is plotted in Figure 6.13(a) and it illustrates howBφ
increases as one approaches the equator from the pole before decreasing to zero at
the current sheet. From (166), we have

J× B =
{
B2

0

2r5

d

dθ

[
f (θ)

]2+ B2
0

2r3
f (θ)

d

dθ

[
sin2 θf (θ)

]}
θ̂ , (167)

and this expression is plotted in Figure 6.13(b). Ifθ0 denotes the angle at which
Bφ peaks with respect to the co-latitude, it is positive forθ < θ0 andθ > π − θ0

and negative forθ0 < θ < π − θ0. Thus, the magnetic pressure drives the plasma
both polewards and toward the ecliptic plane (Figure 6.13(c)), which results in the
neutral sheet bending northward (or southward, depending on solar cycle) in the
heliosheath.

The effect on the global MHD model of an 11-year solar cycle variation in
magnetic field polarity has been addressed briefly by Washimi and Tanaka (1996)
as well. Like Nerney et al. (1995), they find that the polarity of the magnetic field
in the heliosheath reflects the solar cycle dependence and the heliosheath consists
of a series of magnetized ‘plasma bubbles’ or ‘magnetic polarity envelopes.’ The
neutral sheet is found to extend between the bubbles in a very complicated fashion
that is certainly not well understood.

Linde et al. (1998) include interstellar neutral hydrogen in their 3D MHD simu-
lations and investigate three possible LISM magnetic field orientations. The neutral
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Figure 6.13.The magnetic pressure effect. (a)Bφ plotted as a function of colatitude. (b) TheJ× B
force acting on the plasma as a function of colatitudeθ . (c) Schematic to illustrate the force exerted
by the magnetic pressure to push the plasma both poleward and towards the ecliptic plane forθ = θ0
andθ = π − θ0. The neutral sheet bends northward in the heliosheath (or southward, depending on
solar cycle.)

H model is very simple in that it is assumed that the neutral H velocity and tem-
perature remain constant and that interstellar H is lost only inside the HP. This
then allows the solar wind to be mediated by the interstellar medium, so leading
to a reduction in solar wind ram pressure. Such a neutral model clearly cannot
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TABLE XIV

Solar wind and LISM plasma parame-
ters used for the 3D simulations of Linde
et al. (1996)

Solar wind LISM

(30 AU)

n (cm−3) 7.8× 10−3 0.07

u (km s−1) 450 26

T (K) 3× 104 7500

|B| (nT) 0.2 0.15

reproduce the complicated neutral physics described by the self-consistent models
of Section 5, but it has the virtue of being relatively inexpensive computationally.

The three LISM magnetic configurations considered by Linde et al. (1998) are
BLISM ‖ uLISM andBLISM ⊥ uLISM, the latter case withBLISM either in the equa-
torial plane or anti-parallel to the solar rotation axis. The last case corresponds
to the model of Washimi and Tanaka (1996). The plasma parameters are listed in
Table XIV.

Consider first the case ofBLISM ‖ uLISM. Plate 6.2 is a meridional slice through
the solution and shows the temperature distribution (a) and the total magnetic
field intensity (b). Unlike the gas dynamic simulations, a noticeable cooling of
the heliosheath flow occurs in the low latitude regions near the HP, but not in the
equatorial plane (nor over the poles). This is a direct consequence, as discussed
above, of the presence of the magnetic wall, clearly evident in Plate 6.2b in these
lower latitude regions, and the current sheet (the dark blue strip around the equa-
torial plane). The magnetic wall deflects the mid-latitude flow before it reaches the
HP, leading to a ridge of cooler flow. The equatorial plasma can flow beyond the
magnetic wall, as was discussed in the context of the Washimi and Tanaka (1996)
simulations.

To compare the results of Linde et al. (1998) and Washimi and Tanaka (1996),
and thereby evaluate the role of the LISM mediated solar wind more clearly, we
consider as a final case,BLISM ⊥ uLISM and anti-parallel to the solar rotation
axis. As before, meridional cuts of the plasma temperature and magnetic field
intensity are shown (Plates 6.3a and b respectively). Comparison of Figure 6.9
and Plate 6.3(a) shows that the heliosheath flow remains subsonic when neutrals
are included, and the bullet-shaped TS becomes more spherical, consistent with the
gas dynamic simulations. The magnetic wall is clearly present in Plate 6.3b (in fact,
two walls). Magnetic reconnection appears to occur where the magnetic field has
to re-orient across the HP. Interestingly, the tilt of the neutral sheet appears to be
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Plate 6.2.Model BLISM ‖ uLISM. (a) Contours of the Log[plasma temperature (K)] along the
meridional plane. Small arrows indicate the plasma velocity field. (b) Contours of the total magnetic
field intensity along the meridional plane. Small arrows indicate the magnetic field. (Linde et al.,
1998.)
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Plate 6.3.Model BLISM ⊥ uLISM. (a) Contours of the Log[plasma temperature (K)] along the
meridional plane. Small arrows indicate the plasma velocity field. (b) Contours of the total magnetic
field intensity along the meridional plane. Small arrows indicate the magnetic field. (Linde et al.,
1998.)
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TABLE XV

Distances to the heliospheric boundaries in the 3D simula-
tions of Linde et al. (1998).

Case TS (up) TS (down) HP BS

BLISM ‖ uLISM 88 124 188 227

BLISM ⊥ uLISM 79 124 137 237

less pronounced in the simulations of Linde et al. (1998) than in those of Washimi
and Tanaka (1996).

Finally, the distances to the heliospheric boundaries for the two Linde et al.
(1998) models discussed above are listed in Table XV. This illustrates the role of
LISM magnetic fields parallel and perpendicular to the LISM flow vector in de-
termining global heliospheric structure. As discussed in Section 6.2, the minimum
distance to the HP occurs when the LISM magnetic field is perpendicular to the
flow direction. It is also evident that the Newtonian approximation is somewhat
difficult to justify.

7. The Acceleration and Transport of Pickup Ions

The detection of an anomalously high cosmic-ray flux was reported first by Garcia-
Munoz et al. (1973), and it was subsequently observed that the excess or anomalous
component consisted of pure4He, unlike the galactic cosmic ray component which
is composed of both4He and3He. Anomalously high fluxes of oxygen (Hovestadt
et al., 1973) and nitrogen (McDonald et al., 1974) were also detected. The anom-
alous component of cosmic-rays (ACRs) is now thought to be comprised of fluxes
of helium, neon, argon, nitrogen, oxygen, carbon, and hydrogen (Klecker, 1995)
which are enhanced in an energy spectrum ranging from∼20 MeV to∼300 MeV.
The ACRs are predominantly singly ionized (see Mewaldt et al. (1996) and Jokipii
(1996) for a discussion of multiply ionized ACRs) and have a positive radial inten-
sity gradient to the most distant spacecraft. Observed energy spectra of anomalous
cosmic-ray oxygen, helium, and protons are illustrated in Figure 7.1 (Cummings
and Stone, 1988).

Since the anomalous component consists of singly charged ions, it can be de-
tected using mass and charge measurements. Furthermore, since the rigidity of
ACRs and galactic cosmic-rays is different, one expects ACRs and galactic cosmic-
rays to be modulated differently and their spectral peaks to occur at different
energies. Such differences do not exist for hydrogen however and the existence of
anomalous hydrogen was much more difficult to detect (Christian, 1989; Christian
et al., 1988) and the effects of cosmic-ray modulation need to be considered very
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Figure 7.1.Energy spectra of anomalous oxygen, helium and hydrogen observed at 21 AU in 1985.
(Cummings and Stone, 1987, 1988.)

carefully. These issues are not addressed directly here (see e.g., Potgieter, 1997
for a review). Instead, we concentrate on reviewing the direct connection that is
thought to exist between interstellar pickup ions and the anomalous cosmic-ray
component.

In a seminal paper, Fisk et al. (1974) proposed that anomalous cosmic ray fluxes
should occur for those elements with high first ionization energies. These particles
are more likely to enter the heliosphere as interstellar neutral atoms whereas those
elements with low first ionization potentials are more likely to be ionized in the
LISM, entering the heliosphere (if at all) in an ionized state. Unlike interstellar
or solar ions, interstellar neutrals which experience ionization in the heliosphere
produce singly ionized pickup ions with typical energies of∼1 keV. By some
process, not yet well understood, a fraction of the pickup ions are energized to
form the anomalous cosmic-ray component. It is generally thought that pickup
ions are accelerated primarily at the termination shock to ACR energies. The Fisk
et al. (1974) model provides a very attractive explanation for the composition
of the ACR component but the mechanism whereby some pickup ions become
ACRs, increasing their energy by 4–6 orders of magnitude, has yet to be elucidated
completely.
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7.1. FERMI ACCELERATION AND MODULATION OF ANOMALOUS

COSMIC-RAYS

Following Jokipii and Giacalone (1996), we address the question of pickup ion ac-
celeration by considering two distinct energy ranges. Historically, the first problem
considered was the acceleration of already energetic ions (> 100 keV), this reflect-
ing the better understood physics of charged particle acceleration and transport at
these energies. We defer to Section 7.2 a discussion of the initial energization of
pickup ions up to these energies.

7.1.1. The Cosmic-Ray Transport Equation
The transport of energetic charged particles in the solar wind is governed almost
entirely by ambient electric and magnetic fields (both large-scale and random fluc-
tuations), and can be described by the cosmic-ray transport equation (Parker, 1965;
Axford, 1965; Jokipii, 1966; Gleeson and Axford, 1967; Jokipii and Parker, 1969,
and many others) for the omni-directional distribution functionf (x, p, t)

∂f

∂t
−∇ · (κ∇f − uf )− 1

3p2
(∇ · u) ∂

∂p

(
p3f

) = Q(x, p, t) , (168)

where, as usual,u denotes the solar wind velocity,p the particle momentum,
Q(x, p, t) a source term, and

κ =
 κ‖ 0 0

0 κ⊥ κA

0 −κA κ⊥

 , (169)

is the spatial diffusion tensor. In (169),κ⊥ andκ‖ refer to diffusion perpendicular
and parallel to the mean magnetic fieldB. The transport equation (168) describes
four distinct effects; (i) convection with the large-scale flow field; (ii) gradient and
curvature drifts due to the large-scale variation of the background magnetic field;
(iii) particle energy change due to the compression or expansion of the flow, and
finally (iv) spatial diffusion due to particle scattering on random magnetic irreg-
ularities. The gradient and curvature drifts can be related to the anti-symmetric
elements of the diffusion tensor (169) by

vD ≡ ∇ × (κAB/B) (170)

(Jokipii, 1993). For weak scattering,κA = vRL/3, v the particle velocity andRL
the Larmor radius, which implies

vD = pv

3q
∇ × B

B2
, (171)

for a particle of chargeq. Evidently, since∇ × B determines the drift direction, it
can change with solar polarity and during positive and negative solar cycles (A > 0
or A < 0), anomalous cosmic rays can either drift in or out from the polar region
and out or in along the current sheet (see Figure 7.2).

For solar modulation models, the radial diffusion coefficient
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Figure 7.2.The drift directions due to IMF gradients, curvature and the neutral current sheet for
positively charged particles for (a) theA > 0 epoch, and (b) theA < 0 epoch. The direction of the
IMF is shown. (Haasbroek, 1996.)

κrr ≡ κ‖ cos29 + κ⊥ sin29 , (172)

is of particular relevance. Here9 is the usual winding angle between the mean
IMF and the radial direction (Parker, 1958)

tan9 = �rc

u
(r/rc − 1) sinθ (173)

(θ the colatitude with respect to the solar rotation axis). It is convenient to discuss
the diffusion tensor in terms of the equivalent length scalesλ‖ ,⊥ ,A ≡ 3κ‖ ,⊥ ,A/v.
These length scales can be referred to somewhat colloquially as parallel, perpen-
dicular and drift (λdrift) mean free paths (mfps).

To evaluate the spatial diffusion tensor (169), one has to make certain assump-
tions about the properties and character of the underlying turbulence. Bieber et al.
(1994) have argued on the basis of observed cosmic-ray mfp observations in the
solar wind ecliptic plane that a purely ‘slab’ model of interplanetary magnetic
turbulence (Jokipii, 1966) is inappropriate, suggesting instead a composite model
comprising a superposition of a dominant two-dimensional (2-D) component and
a minor slab component. Such a perspective is in accord with the observations
of magnetic fluctuation correlation functions and power spectra in the solar wind
(Matthaeus et al., 1990; Bieber et al., 1996) as well as with theoretical studies
of nearly incompressible turbulence (Zank and Matthaeus, 1992, 1993; Ghosh
and Goldstein, 1997). All three perspectives suggest that approximately 80% of
the inertial range turbulent magnetic fluctuation energy should reside in the 2-D
component and the remainder in slab fluctuations (see Matthaeus et al. (1996) for
a review).
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For cosmic-rays resonant with MHD turbulence in both the inertial and energy
ranges, the 2-D component is effectively invisible. The parallel component of the
diffusion tensor can be estimated directly from the Fokker-Planck coefficient for
pitch-angle scattering8(µ) (Zank et al., 1998, who extend a similar calculation by
Bieber et al., 1995),

λ‖ = 3

2
v

1∫
0

(1− µ2)2

8(µ)
dµ , (174)

whereµ the cosine of the particle pitch angle and (Jokipii, 1966)

8(µ) = 2v

R2
LB

2

(1− µ2)

|µ| πP

(
1

|µ|RL
)
. (175)

In (175),P(k) = (2π)−1
∫∞
−∞ R(z)exp[−ikz] dz is the turbulence power spectrum

in terms of the wave numberk and is related to the slab fluctuationsδB2
x,slabby

δB2
x,slab= 2

∞∫
0

P(k) dk .

In P(k), R(z) denotes the two-point, two-time correlation function specialized to
slab turbulence andz is the spatial lag parallel to the mean magnetic field. For
P(k), one can use the approximate form

P(k) = 2πCλ
(
1+ k2λ2)−5/6

, (176)

for C an appropriately chosen constant. Expression (176) contains both a Kol-
mogorov inertial range contribution for high values ofk (� λ) and an energy
containing range for smaller values ofk (� λ).

The slab correlation length is defined by

2πP(0) =
∞∫
−∞

R(z) dz = 2δB2
x,slab̀ slab

and thus̀ slab is related toλ by `slab= 0.746834λ. Observations at 1 AU (Bieber
et al., 1994) indicate thatC = 0.5 nT2, δB2

x = 13.2152 nT2 and`slab= 3.4×109 m.
The values forC andδB2

x are appropriate if all the measured turbulence is assumed
to be in slab modes. For composite 2-D/slab models, these numbers should be
reduced correspondingly.

Use of (174)–(176), together with some manipulation, yields (Zank et al., 1998)

λ‖ = 3.1371
B5/3

δB2
x,slab

(
P

c

)1/3

`
2/3
slab

{
1+ 7/9A

(q + 1/3)(q + 7/3)

}
, (177)



SOLAR WIND-LISM INTERACTION 559

where

B = Br (rc/r)2
[
1+ (�rc/U)2 (r/rc − 1)2 sin2 θ

]1/2
,

is the magnitude of the interplanetary magnetic field. Here

A = (1+ s2)5/6û1 , s ≡ 0.746834RL/`slab , q = 5s2/3

1+ s2 − (1+ s2)1/6
,

r is the radial heliocentric distance,δB2
x,slabthe variance of thex component of slab

geometry fluctuations, andP ≡ pc/Ze the particle rigidity (p momentum,c the
speed of light, andZe particle charge). Finally,̀slabis the correlation length for slab
turbulence. Although an approximation, expression (177) is in very close accord
with the exact Fokker–Planck result. In Figure 7.3, the analytic approximation and
the exact Fokker–Planck form ofλ‖ are plotted as a function of rigidity in MV.
Three curves are shown. The solid curve is the exact Fokker-Planck result. The
full analytic approximation, which includes both the inertial and energy-containing
range contributions (i.e., using (177)), is plotted as the dashed line, and clearly the
approximation is excellent over the full range of rigidities. Also plotted, as the
dotted curve, is an approximation which is based on a model forP(k) which con-
tains only an inertial range. Evidently, such an approximation fails when particle
gyroradii are sufficiently large that they resonate with the energy-containing range.

The expression forλ‖ may not be completely valid for very small rigidities
when dynamical MHD turbulence effects can be important (Bieber et al., 1994).
The fractional term in braces is of particular importance in the outer heliosphere
when the particle Larmor radius can become comparable to or greater than the
correlation length̀ slab. In this case, the ion no longer scatters resonantly with
turbulent MHD fluctuations in the inertial range but rather with fluctuations that
reside in the much flatter energy-containing range. As a result, depending on how
the correlation length evolves with heliocentric distance, the scaling ofλ‖ with
respect to both rigidityP and correlation length can change from inner to outer
heliosphere. This is discussed further below in the context of pickup ion driven
turbulence in the outer heliosphere (see also Section 3.3).

Three different approaches to deriving the mean free pathλ⊥ and the drift length
scaleλA exist and all lead to the same basic form. By introducing a relaxation time
approximation, one can utilize a hard sphere scattering approach (Axford, 1965;
Gleeson and Axford, 1967; Jones, 1990) to derive expressions formally equivalent
to those obtained on the basis of quasi-linear theory (QLT) (Jokipii, 1966; Jokipii
and Parker, 1968, 1969; Forman et al., 1974),

λ⊥ = RL �τ

1+ (�τ)2 ; (178)

λA = �τλ⊥ . (179)



560 G. P. ZANK

Figure 7.3.Cosmic-ray mean free path versus particle rigidity in composite slab/2-D turbulence. The
solid curve shows the exact Fokker-Planck result. The full analytic approximation, which includes
both the inertial and energy-containing range contributions (i.e., using (??)), is plotted as the dashed
line, and the approximation is excellent over the full range of rigidities. Plotted as the dotted curve
is an approximation which assumes only an inertial range. The latter approximation fails for large
rigidities. (Zank et al., 1998.)

Here,τ is a ‘scattering’ or ‘relaxation time’, and� the particle gyrofrequency.
A third approach developed recently by Bieber and Matthaeus (1997) (see also
Forman (1977)) begins with a Green-Kubo-Taylor form of the particle diffusion
coefficientDij ≡

∫∞
0 〈vj (t)vi(t + t ′)〉 dt ′, where the angle brackets denote en-

semble averaging,vi the particle velocity andt ′ a lagged time. The key insight of
Bieber and Matthaeus (1997) is to suggest that theAnsatzv2/3 exp

[−νt ′] cos�t ′
be used for the ensemble-averaged particle velocity correlation to deriveλ⊥ and
v2/3 exp

[−νt ′] sin�t ′ for λA. The sine and cosine terms describe charged particle
motion along a magnetic field, while the exponential term describes the ‘decorrela-
tion’ with time of the magnetic field seen by the particle. Remarkably, these simple
Ansätzerender the diffusion coefficient integrable and expressions (178) and (179)
are recovered exactly without the QLT limitation to the�τ > 1 regime. Thus, the
key to understanding (178) and (179) lies in describing the so far formal term�τ

as a function of rigidity and heliocentric distance. Hard sphere scattering provides
little insight in identifying an appropriate form of�τ .

Bieber and Matthaeus (1997) suggest

�τ = 2

3
RL/D , (180)
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whereD denotes a magnetic field line diffusion coefficient. By prescribingD
appropriately, one can recover the usual quasi-linear (QLT) form for�τ (Jokipii,
1966; Jokipii and Parker, 1968, 1969; Forman et al., 1974).

More recently, a nonperturbative approach to the diffusion of magnetic fields
has been developed by Matthaeus et al. (1995) and Gray et al. (1996). For a two-
component model (slab plus 2-D turbulence, i.e.,δB = δB2D(x, y) + δBslab(z),
whereẑ is the assumed direction of the mean magnetic fieldB), the magnetic field
line diffusion coefficient is found to be

2D⊥ = Dslab+
√
D2

slab+ 4D2
2D ; (181)

where

Dslab= δB2
slab

2B2
`slab , D2D = δB2D

B
˜̀ .

In (181),Dslabdescribes magnetic field line wandering for slab turbulence, and`slab

is the parallel correlation length (Matthaeus et al., 1995). Observe that ifδB2D = 0,
one then obtains the classical diffusion result of Jokipii and Parker (1968, 1969).
The termD2D describes the contribution to magnetic field line wandering asso-
ciated with 2-D fluctuations and̀̃ is a (‘mesoscale’ or ‘ultrascale’) correlation
weighted by the 2-D magnetic fluctuations. A physical interpretation of˜̀ is that
it describes the length scales for poloidal magnetic fields. In this interpretation,
the physical effects that determine the length scale of˜̀ are likely to be large-scale
solar wind fluctuations associated with shocks, merged interaction regions and the
like and are thus, in some sense, external to a self-consistent theory of the CR
diffusion tensor. Unfortunately, even with this interpretation, the correlation˜̀ is
a very poorly constrained and understood quantity, and neither observations nor
existing theoretical analyses provide much insight (Zank et al., 1998).

Dependent on the weighting of the slab and 2-D components, it is easily seen
thatD⊥ can converge to either the slab or the 2-D magnetic field line diffusion
coefficients (181). An important distinction between the slab or quasi-linear theory
and the nonperturbative interpretation of magnetic field line diffusion resides in
the small-amplitudeδB/B limit. If the ratio of slab to 2-D fluctuation energy is
fixed, together with the ratio of̀slab to ˜̀, then the limit asδB/B −→ 0 yields
D⊥ −→ D2D. Thus, for the two-component model, the 2-D diffusion coefficient
D2D and not the QLT/slab result represents the correct limit for small-amplitude
magnetic field fluctuations.

In using expression (180) for�τ , two basic approaches to investigating the
radial and latitudinal dependence of the diffusion length scales in the heliosphere
were adopted by Zank et al. (1998).

(1) By analogy with QLT, as developed by Jokipii (1966), Jokipii and Parker
(1968, 1969), Forman et al. (1974) and Fisk (1979), Zank et al. (1998) suggest the
approximation

D ≡ DQLT = δB2

2B2
`slab . (182)
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Here,δB2 refers to the total fluctuating magnetic field and not to the power resident
in the slab component only. This distinguishes the model (182) from the classical
QLT model.

(2) The fully self-consistent two-component model adopts the relation

D ≡ D⊥ , (183)

and one then has to prescribe˜̀ independently.
These latter models, introduced by Zank et al. (1998), are referred to as non-

perturbative models.
Evidently, pickup ion generated turbulence in the outer heliosphere (Section 3.3)

must play a fundamental role in determining the radial and latitudinal dependence
of the cosmic-ray tensor and hence the modulation properties of the ACR compo-
nent. Generally, however, the specific role of turbulence in determining the form
of the cosmic-ray tensor is neglected in almost all studies of ACR acceleration and
modulation. These coefficients typically take the form [e.g.,Reinecke and Moraal,
1992]

λ‖ = λ‖0β
(
P

P0

)b‖(
Be

B

)a‖
,

λ⊥ = λ⊥0β

(
P

P0

)b⊥ (
Be

B

)a⊥
,

(184)

whereβ ≡ v/c andb‖ ,⊥, a‖ ,⊥, andλ‖0,⊥0 are prescribed parameters.

7.1.2. Acceleration of Particles at Shocks
In a remarkable development, it was recognized independently by Axford et al.
(1977), Bell (1978a, b), Blandford and Ostriker (1978) and Krymsky (1977) that
solutions to the cosmic-ray transport equation (168) at a planar collisionless shock
wave yielded a power law solutionf (x, p) ∝ p−q , whereq = 3rs/(rs − 1)
is a function of the shock compression ratiors . For strong shock waves (rs '
4), such a spectrum is very similar to the inferred cosmic-ray source spectrum.
Diffusive shock acceleration or first-order Fermi acceleration of particles can oc-
cur for an arbitrarily oblique shock and the energization results, in general, from
both compression and drift effects. However, as discussed by Jokipii (1990), diffu-
sive acceleration at a quasi-perpendicular shock is more closely related to particle
drift in the motionalu × B electric field at the shock front than to compres-
sive Fermi acceleration. If the particle scattering frequency is much less than the
particle gyrofrequency but sufficient to maintain both isotropy and prevent all par-
ticles from being convected away from the shock, the particle energy gain at a
quasi-perpendicular shock is simply (Jokipii, 1990)

1E ' Ze1φ , (185)
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where1φ is the electrostatic potential. The maximum ACR energy that can be ex-
pected from diffusive acceleration at an assumed quasi-perpendicular termination
shock is therefore determined by the change in electrostatic potential in going from
the ecliptic to the pole region. Thus, singly charged ions can achieve a maximum
energy of∼ 350 MeV for a termination shock located at∼ 65 AU.

At a steady planar 1D shock, assuming that the upstream flow velocity and dif-
fusion coefficient are spatially independent, the transport equation (168) becomes

∂2f

∂x2
− u
κ

∂f

∂x
= Q . (186)

Equation (186) must be solved subject to (i) the cosmic-ray continuity condition at
the shock

f1 = f2 , (187)

(where the subscripts 1(2) denote upstream(downstream), as usual), and (ii) the
flux diverging from the shock must originate at the shock i.e.,

∇ · S(x, p) = Q , (188)

where

S= κ∇f + u
p

3

∂f

∂p
.

For a distributed upstream source termQ, and assuming no diffusion in the up-
stream region, (188) implies that

u1− u2

3
p
∂f

∂p
(0, p) = −κ1

(
∂f

∂p
(0, p)

)
1

. (189)

If we have a delta function source on the shock, then (189) should includeQ. Since
(186) admits the solution

f (x, p) = f (−∞ , p)+ [f (0, p)− f (−∞ , p)
]

exp
[
ux/κ

]+
+
(1− exp

[
ux/κ

]) −∞∫
x

Q dx′ − [ux/κ] x∫
0

Q
(
1− [ux′/κ]) dx′

 ,

(190)

in the upstream regionx < 0,(
∂f

∂p
(0, p)

)
1

= u

κ1

[
f (0, p)− f (−∞ , p)

]− 1

κ1

−∞∫
0

Q dx .

Hence, writingrs = u1/u2 andq = 3rs/(rs − 1) yields
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f (0, p) = qp−q
p∫

0

f (−∞ , p′)+ 1

u1

−∞∫
0

Q(x, p′) dx

p′q−1 dp′ , (191)

and the complete solution is given by

f (x, p) =
{
f (0, p) x ≥ 0

equation(190) x < 0
(192)

The solution (192) yields a power law solution whose spectral index depends
only on the shock compression ratiors . The universal character of the accelerated
spectrum suggested to Pesses et al. (1981) that many features of the anomalous
cosmic-ray component could be explained by invoking diffusive shock acceleration
of pickup ions at the termination shock. Numerous authors have since investigated
the acceleration of energetic pickup ions at the termination shock, both analytically
(extending the above simple 1D calculation to a spherically symmetric TS, for
example [e.g., (Drury, 1983)) and numerically (e.g., Jokipii, 1986; Moraal, 1993,
and references therein). This is discussed further below.

A further point concerning the acceleration of anomalous cosmic-rays relates
to a result described by Adams and Liesing (1991) and subsequently reinterpreted
interestingly by Jokipii (1992). Adams and Liesing showed that if 10 Mev nucl−1

singly charged oxygen propagates a distance greater than 0.2pc in the local in-
terstellar medium, the charge state will be increased by electron stripping. They
interpreted this result as limiting the site of ACR acceleration to the interaction
region of the solar wind and LISM. Although Adams and Liesing based their esti-
mates on the neutral density of the LISM, the neutral density is unlikely to differ
too significantly in the outer heliosphere (Section 5.5). Jokipii (1992) argued that
one could instead reinterpret the Adams and Liesing result as providing an upper
limit on the age of the energetic ions and, by implication, a constraint on the charac-
teristic acceleration time at this energy. For an observed energy of 10 MeV nucl−1,
this constraint corresponds to a time of 4.6 years. Of the known acceleration mech-
anisms, Jokipii demonstrated that only Fermi acceleration is capable of achieving
such acceleration times. Indeed, since the acceleration time scaleτacc is

τacc=
(

1

p

dp

dt

)−1

' 3rsκrr
u2

1(rs − 1)
, (193)

the acceleration time is minimized whenκrr is very small. If one uses the so-called
‘Bohm limit’ for κ‖ i.e.,κB ≡ 1/3 vRL, then Jokipii showed that the acceleration
time at a parallel shock far exceeded the 4.6 year acceleration time constraint.
However, since

κ⊥ = κ‖
1+ η2

c

,

(whereηc ≡ λ‖/RL) one can significantly reduceκ⊥ belowκ‖ by demanding that
ηc � 1. Clearly,ηc is a measure of the scattering strength andηc � 1 represents
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the weak scattering limit. By makingηc suitably large at a perpendicular shock, the
acceleration time (193)) can be reduced well below the acceleration time constraint
[Jokipii, 1992]. Thus, since it is generally thought that the termination shock is
quasi-perpendicular (although see Section 6.1), the TS is thought to be an ideal
location for the prompt acceleration of pickup ions to high ACR energies.

7.1.3. Anomalous cosmic-ray modulation simulations
In this subsection, we discuss the 2D numerical solution of the cosmic-ray transport
equation (168) in a model heliosphere. We focus here on the results of Jokipii and
Giacalone (1996), this providing a representative example of the status of mod-
ern ACR acceleration and modulation studies, and those of Steenberg and Moraal
(1997) and Steenberg et al. (1997), who consider the phenomenological form of
the cosmic-ray diffusion tensor in modulation models. We mention too the work
of Fichtner et al. (1994; 1996) who use a hydrodynamic form of the cosmic-ray
transport equation (168).

The heliospheric configuration in which (168) is solved numerically is that
of a radial solar wind with constant velocity, terminating at a spherical shock of
radiusRTS ∼ 70 - 100 AU. The shock compression ratio is typically 4, and the
heliosheath flow velocity decreases asr−2 until some prescribed spherical outer
escape boundary for the cosmic-rays is reached. The outer boundary is typically
some 30% - 50% beyondRTS. A spiral interplanetary magnetic field and neutral
current sheet are included and Jokipii and Giacalone (1996) modify the polar IMF
in accordance with the results of Jokipii and Kóta (1989) and Jokipii et al. (1995).
Compared to the heliospheric models described in Section 5 and Section 6, the
heliospheric models used to investigate cosmic-ray transport and acceleration are
highly idealized.

The parameters adopted by Jokipii and Giacalone (1996) areκ‖ = 1.5× 1022

P 1/2β cm2/s,κ⊥ = 0.1κ‖, u = 400 km s−1,RTS = 70 AU with an escape boundary
at 130 AU (P is particle rigidity in GV). Low energy (100 keV) particles are
injected uniformly in space at the shock. In Figure 7.4, theoretical ACR spectra
are illustrated, both at the shock and at 10 AU. At the shock, the power law form
of the spectrum is evident, extending to some 10–20 MeV nucl−1, followed by
an exponential cut-off. The effect of modulation is clear, and obviously effects the
lower energy ACRs the most.

Figure 7.5 shows contour plots of the intensity of anomalous oxygen as a func-
tion of heliocentric distance in the solar meridional plane. Not surprisingly, the
intensity increases with radius out to the termination shock, after which it de-
creases to the escape boundary. Along the shock, the maximum intensity occurs
at a latitude which depends on the solar polarity. IfA > 0 particles drift along the
shock towards the pole and then down the polar axis to the current sheet. Hence
the maximum ACR intensity during theA > 0 epoch occurs near the poles. For an
A < 0 period, the intensity maximum lies in the equator.
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Figure 7.4.Plot of the computed cosmic ray energy spectra near the heliospheric equator, for two
radii and two IMF epochs (A > 0 depicted by the solid line,A < 0 by the dashed line). (Jokipii and
Giacalone, 1996.)

Radial and latitudinal gradients computed from the model appear to be con-
sistent with observed ACR radial and latitudinal gradients reported by McKibben
et al. (1979), McDonald and Lal (1986), and Cummings et al. (1987, 1995). Fur-
thermore, the latitudinal gradient near the current sheet should change sign in

Figure 7.5.Equal intensity contours plotted for 8 MeV/nuc. anomalous oxygen, as a function of
position in the meridional plane (A > 0 corresponds to the left panel,A < 0 to the right panel).
(Jokipii and Giacalone, 1996.)
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alternate sunspot minima. For example, during the present and 1975 sunspot min-
ima, the ACR intensity should increase away from the current sheet whereas the
opposite will occur during the 1986 sunspot minimum.

The radial and rigidity (P ) dependence of the effective radial diffusion coeffi-
cient κrr has been emphasized in the modeling studies of Steenberg and Moraal
(1997) and Steenberg et al. (1997). Using near-Earth observations together with
those of the Pioneer/Voyager spacecraft in the outer heliosphere, they argue that
the radial dependence ofκrr imposed by an underlying heliospheric field model
is too restrictive. Accordingly, they abandon ana priori prescribed background
heliospheric field model and use instead spatial and rigidity dependences for the
diffusion coefficients that provide the best fit to observations during solar minimum
conditions in 1987 and 1996. Their preliminary results are enumerated as follows.

(1) When drift effects are suppressed, both galactic and anomalous cosmic-ray
components are surprisingly well fitted with an almost spatially independent radial
diffusion coefficient. Specifically, forλrr ∝ ra (r the radial heliocentric distance),
best fits to GCR spectra are obtained for fora = 0.5, whilea ' 0 best fits the ACR
component.

(2) An approximately linear rigidity dependence forλrr ∝ P is all that is
needed to fit GCR spectra. The 1996 ACR spectra observed by Pioneer/Voyager
in the outer heliosphere are, however, best fitted with a rigidity dependence of
approximatelyP 2 or evenP 3. This result is in general agreement with the modeling
efforts of Cummings et al. (1994) who suggested a rigidity dependence ofλrr ∝
R1.8. Bieber and Matthaeus (1997) have interpreted such a rigidity dependence as
consistent with aκrr dominated by perpendicular diffusion and strong scattering in
the outer heliosphere. However, this can be consistent too with dominant parallel
diffusion in the outer heliosphere (Zank et al., 1998; see below).

(3) The above two results are modified by the inclusion of poleward diffusion
and drifts, but not dramatically. The reason appears to be that poleward gradients
may be so moderate that perpendicular diffusion in the poleward direction and drift
fluxes have a smaller influence on the cosmic-ray intensities than hitherto thought.

In the models discussed above, two important effects are neglected generally
in the study of ACR modulation in the solar wind. The first, discussed by Fahr
et al. (1992), Grzedzielski et al. (1992) and Fichtner et al. (1994, 1996a), concerns
the strong upwind-downwind heliospheric asymmetry of the pickup ion population
(Section 5). Thus, assuming that pickup ions provide the seed particles for ACRs,
one might expect an asymmetric source ACR distribution throughout the outer
heliosphere. The second effect is the asymmetric global structure of the termination
shock, the region where ACRs are thought to be accelerated. This too should intro-
duce asymmetries into the anomalous cosmic-ray distribution function throughout
the outer heliosphere.

By taking moments of the cosmic-ray transport equation (168) (see Section 8.1
for further discussion), one can derive a diffusive equation describing the energy
density of ACRs. Such an equation was integrated numerically by Fichtner et al.
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(1994, 1996a, b) for both an asymmetric pickup ion source distribution and an
asymmetric termination shock. Relatively small longitudinal gradients are found
for ACRs in the outer heliosphere, differences that should only become apparent
well beyond∼ 60 AU.

7.1.4. Anomalous Cosmic-Ray Modulation Using a Self-Consistent Diffusion
Tensor

The work of Steenberg and Moraal (1997) and Steenberg et al. (1997) emphasizes
the important role of the functional form of the cosmic ray spatial diffusion tensor
in providing good fits to the solar minimum cosmic-ray observations. To provide
a theoretical basis for the radial and rigidity dependences of the diffusion tensor,
Zank et al. (1998) used the driven MHD turbulence models for an expanding solar
wind developed by Zank et al. (1996) (Section 3.3) to evaluate equations (177) and
(178)–(183). A similar approach was used by Morfill et al. (1979) in the context
of WKB models for the magnetic field fluctuations.

For the quasi-linear model, Zank et al. (1998) assume that`slab= ` (Equation
(35), Section 3.3) in (182), while for the non-perturbative models, they assume
either ˜̀ ' ` (called NP1) or˜̀ = 102` (called NP2), the latter scaling correspond-
ing to a physical interpretation of the mesoscale correlation length. On theoretical
grounds, the NP2 model is to be favoured.

By evaluating (34) and (35) throughout the heliosphere, and using the QLT,
NP1, and NP2 models, Zank et al. (1998) determine the dependence of the cosmic-
ray diffusive length scalesλrr,⊥,A on heliocentric radius and latitude. The para-
meters used arè(1 AU) = 3.4 × 109 m, EB(1 AU) = 1.2 × 109 m2s−2, and
results for 100 MeV particles only are displayed. In Figure 7.6(a),λrr,⊥,A is plotted
as a function of heliocentric distancer for an undriven turbulence model.λrr is
clearly dominated byλ‖ for all heliocentric distances andλ⊥ is unimportant. In
Figure 7.6(b), the corresponding QLT, NP1, and NP2 mfps for a fully driven turbu-
lence model in the ecliptic plane are plotted andλrr now no longer increases with
r but is approximately constant until∼ 10 AU. Thereafter, the QLT and NP1λrr
models experience some radial variation – the later increase inλrr is due to resonant
scattering with turbulence in the energy containing range rather the inertial range
– but remains dominated byλ‖. By contrast, the NP2 model forλrr , is strongly
influenced byλ⊥ beyond∼ 20 AU (at 100 MeV energies). This implies that for
NP2, the rigidity dependence ofλrr ∝ P 2. However, in the presence of pickup ion
driven turbulence, for which the correlatioǹdecreases with increasing distance,
Zank et al. (1998) show from (177) thatλ‖ ∝ P 2 in the outer heliosphere too. Thus,
all three models yieldλrr ∝ P 2, although for quite different reasons.

Finally, in Figure 7.7(a),λrr(r) is plotted at different latitudes for the QLT
model. The corresponding NP2 results are plotted in Figure 7.7(b). In the higher
polar regions, stream shear driven turbulence is assumed to be absent and Zank
et al. (1998) therefore consider pickup ion driven turbulence only. In Figures 7.7,
90◦ ≡ ecliptic and 0◦ ≡ pole. In the inner polar regions, the absence of stream



SOLAR WIND-LISM INTERACTION 569

Figure 7.6.(A). The radial (λrr ), perpendicular (λ⊥) and drift (λdrift) length scales for an undriven
turbulence model in the ecliptic plane. The solid lines depict the three scale lengths in the quasi-linear
approximation; the dotted lines the scales for NP1 and the dashed lines are appropriate to NP2.
The length scales are a function of heliocentric distance and all lengths are measured in terms
of Astronomical Units. A particle rigidity of 445 MV (corresponding to a 100 MeV proton) has
been assumed. (B). Cosmic ray diffusion length scales for a fully-driven (streams plus pickup ions)
turbulence model in the ecliptic plane. (Zank et al., 1998.)

driven turbulence implies that polar turbulence decays more rapidly than ecliptic
turbulence (∼ r−3.5) [Zank et al., 1996], which is consistent with observations
(Forsyth et al., 1996). This then leads to an increase in the radial CR mfp compared
to that in the ecliptic. In the presence of pickup ion driven turbulence beyond the
ionization cavity,λrr decreases until resonant scattering with the energy contain-
ing range causesλrr to increase again with increasingr. For the NP2 model, the
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Figure 7.7.(A). The radial dependence of the radial mfp for different latitudes in the QLT approx-
imation. (B). Plots ofλrr corresponding to those of Figure 7.6(a) but now for the NP2 model. The
NP1 results are not plotted since they are effectively identical to those of the QLT calculation. (Zank
et al., 1998.)

additional influence ofλ⊥ in the outer heliosphere acts to increase the radial CR
mfp. For the QLT model, we find again thatλrr is dominated at all latitudes byλ‖
unlike the NP2 models where the influence ofλ⊥ is felt at all but the very highest
latitudes.

Pauls et al. (1997) used the three forms of the cosmic-ray diffusion tensor de-
rived by Zank et al. (1997, 1998) when solving the spherically symmetric form
of the cosmic-ray diffusion equation (168). They compared non-acceleration solu-
tions for the cases of (i) no turbulence generation (i.e., decayingin situ turbulence),
and (ii) fully driven turbulence (i.e., stream shear and pickup ion driven turbulence).
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Pauls et al. (1997) distinguish between four sets of diffusion coefficients using (1)
the QLT model for strictly decaying turbulence (DecayQLT); (2) the QLT model
for fully driven turbulence (pickup ion and stream shear driven – FullQLT); (3) the
NP2 model for decaying turbulence (DecayNP2); and (4) the NP2 model for fully
driven solar wind turbulence (FullNP2).

Figure 7.8 shows the differential cosmic-ray intensity (p2f ) of protons as a
function of kinetic energy per nucleon, calculated using the four sets of diffusion
coefficients at three different radial positions [(a)(b) at 1 AU, (c)(d) at 30 AU,
and (e)(f) at 50 AU], in the ecliptic plane [(a)(c)(e)] and over the solar poles
[(b)(d)(f)]. In each of these plots, the solid line depicts the assumed initial cosmic-
ray spectrum, the dashed lines the spectra from the decaying turbulence diffusion
coefficients (both QLT and NP2), and the dotted lines the spectra obtained from the
fully driven diffusion coefficient models (QLT and NP2).

At all three radial positions in the ecliptic plane, the fully driven models predict
intensities 2–3 orders of magnitude smaller than predicted by the purely decaying
MHD turbulence models (for energies of 10–103 MeV nucl−1). This is evident
from Figures 7.6 and 7.7 which show that the fully driven turbulence cosmic-
ray models are smaller than their corresponding freely decaying counterparts. This
holds for all rigidities and distances in the domain of interest. Since the diffusion
in the ecliptic plane for the fully driven QLT model is smaller than the fully driven
NP2 model diffusion coefficient, intensities obtained from the QLT model might
be less than those obtained from the fully driven NP2 model. This is illustrated
in Figures 7.8(a, c, e). Furthermore, since the diffusion coefficients for the freely
decaying turbulence models are identical, the calculated spectra from these models
are also identical (dashed lines in Figure 7.8(a, c, e)). The cosmic-ray spectrum
is only slightly modulated in this case. The low energy or adiabatic limit and the
‘bulging’ spectra at intermediate energies are also clearly visible in the Figures
7.8(a, c, e) for the fully driven solutions (see Reinecke and Moraal (1992) for a
detailed discussion of these effects).

The diffusion coefficients over the solar poles are always larger than their eclip-
tic plane counterparts in the outer heliosphere. This leads to much weaker modula-
tion over the poles compared to the ecliptic plane, as is seen clearly by comparing
Figures 7.8(a) and 7.8(b). Figures 7.8(a–f). As with the ecliptic plane results, the
modulation predicted by the fully driven models is much higher than that predicted
by the decaying MHD turbulence models.

Obviously, the turbulence generated by the ion pickup process in the outer
heliosphere plays a fundamental role in determining not only the acceleration prop-
erties but also the modulation characteristics of anomalous cosmic-rays and this
will need to be included eventually in more sophisticated cosmic-ray transport
models.
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Figure 7.8.Differential proton intensities as a function of kinetic energy in the ecliptic plane and
over the solar poles at three radial positions. (Pauls et al., 1997.)



SOLAR WIND-LISM INTERACTION 573

7.2. THE ACCELERATION OF PICKUP IONS

In Section 7.1, the acceleration (and modulation) of ACRs was considered. Dif-
fusive shock acceleration, at least to first-order, appears to account for the obser-
vations reasonably well. However, our understanding of the physics underlying
the initial stage of diffusive acceleration is rudimentary at best and several quite
distinct approaches have been advocated. As discussed in Section 7.1.2 above, to
account for a predominantly singly charge ACR component, acceleration of ions
at the termination shock must be prompt, and this can be achieved best by Fermi
acceleration at a quasi-perpendicular termination shock in the presence of weak
scattering (Jokipii, 1992). However, besides the question of shock stability (Zank
et al., 1990), there arises a serious problem regarding the injection of pickup ions
into a diffusive Fermi acceleration process when scattering is assumed weak. For
diffusive shock acceleration to be a viable process, an ion must scatter many times
as a field line convects through a shock. As discussed in detail by Webb et al.
(1995), this is tantamount to requiring that the scattering frequencyνc satisfy

νc � Vsh/RL ,

whereVsh is the shock speed (Jokipii, 1987). Rewriting this in terms of the particle
velocity v, one has the equivalent requirement that

v � Vshηc . (194)

Inequality (194) represents an injection constraint on the particle speed. A similar
constraint can be obtained by requiring that the escape probability downstream of
a shock be small, or

v � 4Vsh(1+ η2
c )

1/2

r
. (195)

In either case, the injection constraint is severe in the weak scattering limit (ηc �
1) although not serious in the case of strong scattering (ηc ∼ 1). For the scattering
required by Jokipii (1992) (κ⊥ = 3× 10−2κB) to meet the time constraint of 4.6
years, conditions (194) or (195) indicate that only those particles whose energies
are much greater than about 1 MeV nucl−1 can possibly be accelerated by a Fermi
mechanism at a perpendicular termination shock. Of course, one should recognize
that the time scale constraint above is a rather crude estimate, but nonetheless, since
a pickup ion is born in the solar wind with an energy of about 1keV, it is clear that
the injection threshold is not easily surmounted. This is the so-called ‘injection
problem’.

Observations of interstellar pickup ions accelerated by a forward shock have
been made byUlyssesat 4.5 AU (Gloeckler et al., 1994). The shock was only
weakly perpendicular (θBN = 50◦ ± 11◦, whereθBN denotes the angle between the
shock normal and the upstream magnetic field) and rather weak (an inferred com-
pression ratio of only∼ 2.4) yet the conclusions of Gloeckler et al. (1994) should
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Figure 7.9.Normalized velocity distribution function of (upper) interstellar pickup He+ and (lower)
solar wind protons plus interstellar pickup H+ in the solar wind frame. (Gloeckler et al., 1994.)

remain at least qualitatively valid at more perpendicular shocks (since reflected ions
always return to the shock – see Gosling et al. (1982) and Zank et al. (1996)) They
find (i) that injection efficiencies for pickup ions are much higher than for solar
wind ions; (ii) that pick-up H+ is the most abundant suprathermal ion species and
carries a large fraction of particle thermal pressure; (iii) that the injection efficiency
is greatest for pick-up H+, lowest for He+, and intermediate for alpha particles;
(iv) that both H+ and He+ have identical spectral shapes above the cutoff speed
for pickup ions, and (v) that the solar wind frame velocity distribution function for
accelerated pickup ions is significantly harder than might be expected from con-
ventional first-order Fermi shock acceleration at a weak shock. Figure 7.9 shows
the observed velocity distribution function of both pickup-helium, and pickup H as
function of particle speed and illustrates the emergence of the accelerated power
law distribution from the thermal pickup ion population. As noted by Gloeckler
et al. (1994), if these observations are in fact common to all quasi-perpendicular
shocks in the outer heliosphere (i.e., wherever pickup ions are present), then they
should be equally true at the TS. This should then have important implications for
the acceleration of anomalous cosmic-rays at the TS as well as for the strength and
structure of the TS.
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Since propagating interplanetary shocks often have speeds that are not signif-
icantly faster than the solar speed, the injection criteria (194) or (195) are more
easily met there i.e., Fermi acceleration can occur at an interplanetary shock for
particle energies lower than the 1 MeV nucl−1 needed at the termination shock,
for example. Thus, it is possible that pickup ions accelerated at interplanetary
shocks may be boosted to energies sufficiently large (> 1 MeV) that they can
be injected directly into a Fermi mechanism at the quasi-perpendicular termination
shock. Nonetheless, even at an interplanetary shock, a pickup ion has to be ener-
gized considerably above its initial pickup energy (∼1 keV) before it can be Fermi
accelerated at the shock.

Relatively few approaches to the injection problem at quasi-perpendicular shocks
have been considered, and we discuss each in turn. The possibility of second-order
Fermi or stochastic acceleration throughout the heliosphere has been discussed
already in Section 3 and is not repeated here.

7.2.1. Shock Drift Acceleration of Pickup Ions
Shock drift acceleration (SDA) is a well studied charged particle acceleration mech-
anism, both theoretically and observationally (Armstrong et al., 1985; see the re-
view by Decker, 1988), and the energization results from the particle crossing
a narrow shock several times in the course of its gyromotion (and thus being
effectively accelerated in the motional electric field).

As discussed by Webb et al. (1983), SDA can be treated rather simply at a
perpendicular shock on the basis of conservation of adiabatic moment. We follow
the treatment of Webb et al. (1983) but consider only non-relativistic ions. In the
fluid frame6a, the particle adiabatic moments are conserved, i.e.,

va‖1
= va‖ 2

, v2
⊥1/B

a
1 = v2

⊥2/B
a
2 , (196)

whereva‖ ,⊥ denotes the particle velocity parallel or perpendicular to the mean
magnetic field. It then follows that

va2
2 = va1

2 [1+ (Ba2/Ba1 − 1
)

sin2 θa1
] ;

cos2 θa2 = cos2 θa1
1+(Ba2/Ba1−1) sin2 θa1

,

(197)

from which one finds that the energy gain in6a
2 (i.e., downstream) is

εa2

1/2mu2
1

= va1
2

u2
1

(
1+ (r − 1) sin2 θa1

) = 1+ (r − 1) sin2 θa1 . (198)

The latter equality in (198) is valid for pickup ions which have not been reflected at
the shock (i.e., for whichva1 = u1). Clearly, the energy gain for a drift accelerated
(but not reflected) pickup ion is rather modest, with

1εa

1/2mu2
1

= (r − 1) sin2 θa1 ,
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Figure 7.10. The downstream energy spectrum for shock drift accelerated pickup ions in the
fluid frame. An upstream shell distribution was assumed and the shock was perpendicular with a
compression ratio ofrs = 3.8. (Zank et al., 1996.)

giving at most1εa = 3
(
1/2mu2

1

)
for a strong shock andθa1 = π/2. To determine

the downstream pickup ion energy in the shock frame due to SDA, one is obliged
to average over gyrophase, so obtaining

〈ε2〉
1/2mu2

1

= va1
2

u2
1

(
1+ (r − 1) sin2 θa1

)+ 1/r2

= r2 + 1

r2
+ (r − 1) sin2 θa1 ,

(199)

where, again, the latter equality refers to the absence of pickup ion reflection at
a shock. Thus, in the shock frame, there is no formation of an energetic particle
population although in the fluid frame a spreading of the distribution fromv/u1 =
1 to a region of energy space bounded by(v/u1)

2 = 1 to∼ 4 (depending on the
shock compression ratio) occurs, illustrated in Figure 7.10.

By means of (198), one can derive the transmitted drift accelerated pickup ion
number density and energy downstream of the perpendicular shock. The pickup
ion distribution far upstream of a shock is represented adequately by the shell
distribution

f (v) = n

4πv2
δ(v − u1) , (200)

wherev is the ion speed, andu1 the solar wind speed in spherical coordinates. Not
surprisingly,

nPI,2 =
∫∫∫

nPI,1

4πv2
δ(v − u1)v

a
2

2 sin θ2 dv2 dθ2 dφ2 = r nPI,1 , (201)

wherers is of course the shock compression ratio. More interestingly, the drift
accelerated downstream energy for pickup ions is given by
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εPI,2 =
2π∫

0

π∫
0

∫
nPI,1

4πv2
δ(v − u1)ε

a
2v
a
2

2 sin θ2 dv2 dθ2 dφ2

= 2/3 (r − 1)
nPI,1mu

2
1

2
,

(202)

(Zank et al., 1996; see also McLoud and Moraal, 1990). Expression (202) is useful
in that it provides an estimate for the increase in downstream pickup ion pressure
due to SDA across a perpendicular shock. Clearly, from (202), the net energy
gain due to SDA is rather modest, and by itself, is unlikely to boost pickup ion
energies sufficiently high that they can overcome the injection problem, even at an
interplanetary shock.

Two possibilities exist to overcome the injection problem for pickup ions. The
first, advocated by Giacalone and Jokipii (1996) and Jokipii and Giacalone (1996),
is that weak scattering of a slightly energized pickup ion will eventually allow the
pickup ion to be overtaken again by the interplanetary shock, and hence further
energized. This however is tantamount to Fermi acceleration with weak scattering
and the arguments given above suggest that pickup ions cannot reach injection
energies in this model. A second possibility, advocated by Zank et al. (1996) and
Lee et al. (1996), is that the internal structure of a collisionless quasi-perpendicular
shock (termination shock or interplanetary shock) can give rise to the repeated
reflection of pickup ions and hence to a large energy gain in the motional electric
field. The possible importance of such a reflection process for pickup ions appears
to have been recognized first by Lee and Axford (1988). Zank et al. (1996) suggest
that interplanetary shocks may in fact be the source of all≤ 1 MeV nucl−1 ions in
the solar wind.

7.2.2. Multiply Reflected Ion Acceleration of Pickup Ions
A fairly well-developed theory, at least compared to quasi-parallel shocks, exists
for highβp ∼ O(1) perpendicular shocks (e.g., Leroy, 1983) and a self-sustaining
mechanism of ion reflection at the electrostatic cross shock potential is thought to
be the primary dissipation mechanism. Recall that the electrostatic shock potential
forms as a result of charge separation induced by the overshoot at the shock of
the more massive ions. Such an overshoot effect is observed to be present at both
quasi-perpendicular and quasi-parallel shocks.

As recognized by Zank et al. (1995, 1996) and Lee et al. (1996), an important
property of the pickup ion distribution is that part of the distribution function in
the shock frame has very small normal velocity components at the shock interface
which prevents their overcoming the electrostatic cross shock potential. By estimat-
ing or prescribing the shock potential (Leroy, 1983), one can estimate the fraction
of incident solar wind or pick-up ions that are reflected. The velocityVspec, below
which ions are reflected at a given shock, can be estimated from the electrostatic
shock potentialφ, which is approximated usefully at a perpendicular shock as
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eφ ' η 1

M2
A1

δB

B1
mu2

1 , (203)

whereδB ≡ B2 − B1 is the difference between downstream (2) and upstream (1)
magnetic fields andMA1 is the upstream Alfvénic Mach number. Equation (203) is
derived from the momentum equation for electrons (which are assumed massless)
and the parameterη has been introduced to approximate the contribution toφ of the
deflected bulk velocityuy (which arises through ion reflection at the shock ramp)
and the jump in the electron pressure (Leroy, 1983). For a particle to be reflected
specularly at the shock, its velocity component in the shock normal directionvx
must satisfy(eφ)shock ≥ 1/2 mv2

x . This of course neglects the particle’s Lorentz
force but for the low particle speeds under consideration and the assumed structure
of the shock potential (see below) this is adequate. For a pickup ion shell distrib-
ution ahead of the shock, the fraction of the distributionRref that is incapable of
surmounting the cross shock potential barrier is found to be (Zank et al., 1995,
1996)

Rref =
[
Zm

M

η

2M2
A1

(r − 1)
]1/2

, (204)

wherem refers to the proton mass andM andZ to the mass and charge of the
particle of interest (pick-up H+, He+, etc.). Zank et al. (1996) and Lee et al. (1996)
argue that these reflected ions are capable of being accelerated to large energies.
Several points can then be inferred if we interpret reflection efficiency as injection
efficiency. (i) Heavier pickup ion species, i.e., withM > m, are less efficiently
injected, and (ii) injection efficiency increases with increasing particle charge state.
Thus, pick-up H+ should be injected twice as efficiently as pick-up He+, and,
if we assume that the alpha particle distribution is shell-like, then the injection
efficiency of He++ should be intermediate to the aforementioned pick-up species.
This appears to be what is observed by theUlyssesspacecraft at a forward shock
(Gloeckler et al., 1994).

To examine the possibility that pickup ions are reflected multiple times be-
fore overcoming the electrostatic potential (i.e., if the pickup ion is trapped at the
quasi-perpendicular shock by the particle Lorentz force and the shock electrostatic
potential), Zank et al. (1996) and Lee et al. (1996) integrate particle orbits of a
pickup ion analytically at a shock. Two examples of possible individual pickup ion
trajectories at shock are plotted in Figure 7.11, one of which shows the phenom-
enon of multiple reflection. In the fluid frame of reference (chosen to ensure that
the motional electric fieldE = 0), the general gain in energy for a reflected particle
is

εa

1/2mu2
1

= v2/u2
1+ 4 v/u1 sinθ cosφ + 4 , (205)

For a steady shock with velocityVsh = −u1x̂, a reflected particle will reencounter
the shock at a timet∗ > 0 such that
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Figure 7.11.Examples of exact integrated individual pickup ion trajectories at a perpendicular shock
located atx = 0 with an assumed step-like electrostatic cross-shock potential. The ion trajectories
are projected into the(x, y) plane. Here (a) illustrates the trajectory of a shock drift accelerated
particle and (b) illustrates a single reflection followed by SDA, followed by multiple reflection and
then transmission. (Zank et al., 1996.)

�t∗ − 2 sin�t∗ + v/u1 sinθ
[
sinφ − sin(�t∗ + φ)] = 0 . (206)

Lee et al. (1996) solved the pickup ion equations of motion with (206) approxi-
mately, while Zank et al. (1996) solved (206) numerically, using the exact equations
of motion. Both sets of authors find that the domain of multiply reflected pickup
ions can be quite substantial, due largely to the assumed (broadened) bispherical
character of the pickup ion distribution.

Depending on the initial conditions, incident pickup ions can be (i) reflected
at the shock potential until they gain sufficient energy to overcome the barrier,
after which they may experience some drift energization; (ii) transmitted directly
through the shock with some associated SDA, or (iii) partially shock drift acceler-
ated before being reflected. The downstream or transmitted pickup ion distribution
is then easily computed (by assuming as the initial conditions an upstream shell
distribution for the pickup ions, Zank et al., 1996) and is illustrated in Figure 7.12.
Figure 7.12(a) refers to the distribution in the fluid frame and Figure 7.12(b) to
the shock frame and clearly there is little difference. The normalized differential
number density dN/N1 (≡ fd3v, f the computed downstream pickup ion distrib-
ution) is plotted as a function of normalized energy (v2/u2

1) for interstellar pick-up
H+. The first peak in the spectrum (E/E1 = 4) of Figure 7.12(a) corresponds to
those pickup ions which have not experienced any reflections but have been drift
accelerated only – note the similarity to Figure 7.10. The remaining part of the
spectrum corresponds to multiply reflected and energized pickup ions. The first
lobe corresponds to singly reflected ions. The power law tail in energy produced
by multiply reflected ion (MRI) acceleration is evidently extremely hard. For refer-
ence, anE−1.5 power law is drawn through the spectrum. As discussed below, there
is no limit to pickup ion energy gain from this mechanism when a step function
electrostatic potential is assumed.
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Figure 7.12.The transmitted pickup ion spectrum at a perpendicular shock in the (a) fluid and (b)
shock frames. AnE−1.5 power law has been plotted over the computed spectrum for the purposes
of illustration. (Zank et al., 1996.)

The spectra obtained from MRI acceleration are very different from the spectra
expected of a first-order Fermi shock acceleration mechanism. For Fermi accel-
eration, the non-relativistic energy spectrum is∝ v−q , whereq = 3rs/(rs − 1)
as before. The hardest spectra,q = 4, are therefore associated with the strongest
shocks (rs = 4) whereas, even for weak shocks, MRI acceleration yields spectra
much flatter (harder) than this. For example, from Figure 7.12,f ∼ v−3.

Three effects conspire against a reflected pickup ion gaining unlimited energy
from the motional electric field. The first is obviously that the particles’ incident
normal velocityvx must satisfy 1/2 mv2

x ≤ eφ. The second is escape from the
shock environment due to any of several effects including finite shock extent,
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obliquity of the magnetic field (MRI acceleration cannot work at a quasi-parallel
shock), magnetic field fluctuations scattering reflected ion trajectories significantly
and perturbations associated with the shock itself. The third effect is that, as the
reflected pickup ions acquire a large velocityvy in the transverse direction associ-
ated with the motional electric field, the Lorentz forceevyB becomes increasingly
important in the vicinity of the electrostatic barrier. The particle Lorentz force must
eventually exceed the force exerted by the electrostatic potential−e∇φ so allowing
the reflected ion to escape downstream. Evidently, the gradient of the electrostatic
shock potential is crucial in determining the maximum pickup ion energy gain
from MRI acceleration. By introducing the shock ramp thickness1x ≡ Lramp, the
balancing of the particle Lorentz force against the electrostatic potential gradient
yields

evyB ' eφ/Lramp. (207)

On using the estimate (203) for the shock potential, one has (Zank et al., 1996; Lee
et al., 1996)

vy = η

M2
A1

δB

B1

mu1

eB1

u1

Lramp
, (208)

wheremu1/eB is the gyroradius of a particle moving at the solar wind speed. Thus,
the maximum energy gain is proportional to the ratio of an ion gyroradius (whose
velocity is that of the solar wind) to the smallest characteristic electrostatic shock
potential length scale. Clearly,vy can become very large asLramp→ 0.

If the length scaleLramp is that of the thermal solar wind ion gyroradius, the
initially very low velocity pickup ions will be accelerated up to no more than the
ambient solar wind speed. However, our current (not very good) understanding of
the micro-structure of quasi-perpendicular shocks is that fine structure in the shock
potential can be on the order of electron inertial scales, so yielding

vy = ηVA1
δB

B1

(
m

me

)1/2

. (209)

Subject to the assumption (209), MRI acceleration can yield pickup ion energies
of ∼ 105–106 eV at even weak interplanetary shocks.

Lipatov et al. (1998) and Zilbersher and Gedalin (1997) used direct particle sim-
ulations to explore the acceleration of pickup ions at collisionless quasi-perpendic-
ular shocks with an assumed fixed profile for the transition layer, demonstrating
several new features as well as providing support for the basic analysis of Zank
et al. (1996) and Lee et al. (1996). Their results may be enumerated as follows. (1)
The energy spectrum of accelerated H+ pickup ions at quasi-perpendicular shocks
may be approximated by the power lawN ≈ (E/E0)

−k, wherek varies from 0.92
to 1.2. This spectrum is a little harder than that obtained by the quasi-analytical
approach of Zank et al. (1996). Lipatov et al. (1998) provide plots which show



582 G. P. ZANK

Figure 7.13.The projection of the pickup ion distribution onto the velocity plane just ahead of the
ramp of a structured perpendicular shock.v⊥ andv‖ are the velocity components perpendicular and
parallel to the magnetic field. (Lipatov et al., 1998.)

the the projected pickup ion distribution in velocity space as a function of distance
from the shock. In the immediate upstream vicinity of the shock, the pickup ion
distribution acquires a largevy component (Figure 7.13). (2) The fine structure
of the shock may slightly decrease the maximum energy of accelerated pickup
ions compared to a step-like transition layer. (3) A flat turbulence spectrum in
the shock transition layer results in an increased maximum pickup ion energy for
of particles downstream of the shock, whereas power law turbulence reduces the
maximum pickup ion energy gain. The basic mechanism of MRI acceleration is
however preserved and hard spectra result. (4) The energy spectrum of accelerated
He+ pickup ions at quasi-perpendicular shocks may also be approximated by the
power lawN ≈ (E/E0)

−k, wherek varies between 1.2 to 1.3. As expected, the
injection efficiency of pickup He+ is substantially less than that of pickup H+. (5)
For oblique shocks withθbn = 60◦ ∼ 70◦, a strong beam of pickup ions is formed
along the magnetic field. In a self-consistent simulation, the reflected pickup ion
beam might be expected to drive further low frequency plasma instabilities. The
key factor determining the efficacy of MRI acceleration is the existence of a strong
steep ramp inside the shock transition layer. However, under more realistic circum-
stances, the ramp structure in a quasi-perpendicular shock, even with a largeθbn
(θbn ∼ 80 − −90◦), may be nonstationary, experiencing cyclical changes which
are characterized by a progressive steepening and smoothing of the electromagnetic
field in the shock transition layer. This behaviour may result in the appearance of
sporadic bursts of accelerated pickup ions at the shock front.

In concluding this subsection, we note that Savopulos and Quenby (1997), us-
ing an earlier model (Savopulos et al., 1995), have investigated the acceleration
of He+ based on the transport equation (168) in an effort to identify the role of
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Figure 7.14.A schematic spectrum for pickup ions transmitted through the TS in a two-step ac-
celeration process. That part of the upstream pickup ion shell not reflected by the shock potential
barrier is drift accelerated up to energies 2–4 times that of 1/2 mu2

1 (the precise value depending
on the shock compression ratio). Multiply reflected pickup ions are then accelerated up to energies
perhaps several 100 times that of 1/2mu2

1 – the injection energy necessary to initiate a second stage
Fermi acceleration process. The transmitted pickup ion spectrum will be extremely hard untilEinj

(∼ E−1.5) whereupon a softer spectrum might develop (∼ E−2.4) whose slope is consistent with
Fermi acceleration at a weak TS. (Zank et al., 1996.)

injection energy and the associated injection/pre-acceleration schemes that have
been advanced. This appears to be an important direction to explore in the near
future. In Figure 7.14, a schematic spectrum for pickup ions accelerated from their
pickup energy (∼ 1 keV) up to ACR energies is depicted for a two-step acceleration
process (in this case, MRI plus Fermi acceleration).

7.3. SIMULATIONS

To explore the full nonlinear character of the pickup ion injection and acceleration
process at a collisionless shock requires the use of particle simulations. Of course,
such simulations are limited too by the assumptions imposed by the modelling
approach and the available computational resources. Thus, while simulations are
an invaluable tool in guiding and developing our understanding of particle acceler-
ation at collisionless shocks, one should be well aware of their implicit limitations.
We describe here three approaches that have been adopted in the investigation of
the injection and acceleration of pickup ions at either the termination shock or at
interplanetary shocks.
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7.3.1. Hybrid Simulations
Liewer et al. (1993, 1995) and Kucharek and Scholer (1995) used 1D hybrid sim-
ulations (kinetic ions and fluid electrons) to investigate the injection and initial
stages of pickup ion energization at the termination shock. All simulations assume
a shell distribution for the pickup ions initially and a Maxwellian solar wind ion
distribution. The Alfvén Mach number and solar wind plasmaβp are specified.

The simulations of Liewer et al. (1993) concentrate primarily on shock structure
although results about particle acceleration at a quasi-perpendicular shock can be
inferred. For nearly perpendicular shocks (θBN = 80◦), it is found that, with a
pickup ion population 10% that of the background solar wind ions, an extended
foot ahead of the shock ramp is formed, this with a scale length comparable to the
pickup ion gyroradius. The pickup ion temperature increase was essentially adia-
batic and no evidence for particle injection or acceleration was seen. The formation
of the pickup ion foot resulted from pickup ion reflection at the shock electrostatic
potential. The absence of an energetic pickup ion sub-population suggests that
specular reflection of pickup ions occurred once only.

By contrast, the hybrid simulations of Liewer et al. (1995) and Kucharek and
Scholer (1995) for shocks withθBN < 60◦ show evidence that low-energy pickup
ions can be accelerated efficiently. These authors find that pickup ions form an
ion beam streaming back upstream after reflection at the shock. The reflection
efficiency is shown to decrease with increasingθBN, where Kucharek and Scholer
(1995) define reflection to mean particles that stream upstream to some prescribed
distance (= 30c/ωp). The beam drives a cyclotron instability (Liewer et al., 1995),
which then contributes to the scattering of pickup ions. ForθBN ≤ 60◦, Liewer
et al. and Kucharek and Scholer find that the turbulence levels are sufficiently high
to keep the scattered pickup ions in the vicinity of the shock and this leads to the
Fermi acceleration of pickup ions up to relatively modest energies (this due in part
to computational limitations). An example of the accelerated pickup ion spectrum
for θBN = 50◦,60◦, and 70◦ (Kucharek and Scholer, 1995) is illustrated in Fig-
ure 7.15. The dotted line shows the solar wind distribution function and the other
lines show the accelerated pickup ion distribution for the threeθBN values. At low
energies, there is little difference between the pickup ion distributions for the three
obliquities but forθBN > 60◦, virtually no additional energization of the pickup
ions occurs at the termination shock. By studying the orbits of individual pickup
ions, Liewer et al. (1995) find that pickup ions are energized primarily by shock
drift acceleration coupled to repeated downstream scattering which returns the
pickup ions to the shock. This is consistent with theoretical expectations for Fermi
acceleration at a quasi-perpendicular shock (Jokipii, 1992). Finally, Kucharek and
Scholer (1995) find He+ to be less efficiently injected (by a factor of∼ 2) than H+.

As was discussed at some length by Liewer et al. (1993, 1995) and Kucharek
and Scholer (1995), the termination shock is expected to be predominantly perpen-
dicular (Figure 3.1), in which case injection can occur sporadically, when large-
scale magnetic field fluctuations ensure thatθBN < 60◦. This is estimated to occur
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Figure 7.15.Differential densities (dN/dE) upstream of a quasi-perpendicular shock withMA = 8
as a function of energy for different shock normal anglesθBN. The energy is normalized to the shock
ram energy and the dotted line shows the solar wind distribution. (Kucharek and Scholer, 1995.)

only 10% of the time (Kucharek and Scholer, 1995). The very sporadic nature of
such an injection model is a drawback. However, as discussed in Section 6.1, it
is possible that the termination shock is not strictly perpendicular as often as is
expected.

The question of why accelerated pickup ions are not seen in the quasi-perpen-
dicular simulations discussed above has been addressed by Lipatov et al. (1998).
As described in Section 7.2.2, highly perpendicular shocks favour MRI accelera-
tion. However, the thickness of the ramp plays a crucial role in determining the
maximum energy gain possible for a pickup ion. The maximum pickup ion energy
and the shock ramp thickness are related by log10(Emax/E0) = 2 log10(η/M

2
A ·

(rs − 1)) − 2 log10(Lramp/RL) (Equation (208)), and Figure 7.16 illustrates this
graphically. Here, * denotes results obtained from the particle-mesh simulations
of Lipatov et al. (1998) and the solid line is the estimated maximum pickup ion
energy. The simulation demonstrates reasonable quantitative agreement with the
analytical estimate. It is clear from Figure 7.16 that hybrid or particle simulations
that do not resolve the shock ramp very well (i.e., hybrid codes which effectively
resolve the shock ramp numerically, often withLramp>> 0.01RL) are inadequate
to investigate the MRI acceleration mechanism. This appears to be the case for all
published simulations.

In an effort to overcome this shortcoming, Lipatov and Zank (1999) used a
one-dimensional, (1+2/2)D hybrid kinetic electromagnetic code which included
anomalous resistivity and electron inertia terms. Spatial variation along thez direc-
tion only was assumed, but all three components of the electromagnetic fields and
particle velocities were retained. The shocks studied by Lipatov and Zank (1999)
used upstream parameters expected of the solar wind in the transition layer of the
termination shock:MA = 3− 5,βe,p = 0.1,nPI/n0 = 0.001− 0.1,M/m = 1840,
MPI/M = 1, DZ = 10rci , 1z = (0.006− 0.0125)c/ωpi , θBN = 90◦, and
ld = (0.00625−0.25)c/ωpi , whereMA is the Alfvén Mach Number,βp(e) denotes
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Figure 7.16.The dependence of the maximum energy of MRI accelerated pickup ions on shock ramp
thickness. (Lipatov et al., 1998.)

the solar wind proton(electron) plasma beta,nPI/n0 is the ratio of PI to proton
density,M/m is the ratio of proton to electron mass,MPI/M is the ratio of PI to
proton mass,DZ is the size of simulation box,1z is the cell size,rci = u0/�i
is the proton cyclotron radius (rci = rcH+), and ld = ηc2/4πu0 is the resistive
diffusion length (Leroy et al., 1982), whereη is the anomalous resistivity. For
example, the resistivityη, taken as constantη/4π = 1.2−4ω−1

pi , corresponds to
a collision frequencyν/ωpi = ηω2

pe/4πωpi = 0.22 and to a diffusion length
0.15c/ωpi . The chosen range of the resistive diffusion length is reasonable and
consistent with observational and theoretical studies of instabilities at shock fronts
(see, for example, Scudder, 1986; Kennel et al., 1985; Winske, 1985). Initially, the
proton velocity distribution function was taken to be Maxwellian by Lipatov and
Zank (1999), with a broadened pickup ion shell velocity distribution in velocity
space. The simulation time step assumed in the simulation of Lipatov and Zank
was 5× 10−5Tci, whereTci = 2π/�i and�i is the proton gyrofrequency. Such
small spatial and time scales were chosen to resolve the ramp on an electron inertial
length scale and to provide an accurate calculation of pickup ion trajectories as they
are transmitted across the ramp.

Figure 7.17 illustrates a simulation (Lipatov and Zank, 1999) of a shock with
MA = 5, nPI/n0 = 0.01, andld = 0.006c/ωpi at time t = 3.8Tci . The veloc-
ity, magnetic field, density, and electron pressure are normalized to the upstream
velocity, magnetic field, proton density, electron pressure. The electric field and
electrostatic potential are normalized to the upstream motional electric fieldu0B0/c

and the kinetic energy of incoming protonsMu2
0/2. The simulation illustrates the
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Figure 7.17.Typical profiles of the bulk velocity componentsux anduz, the magnetic field compo-
nentBy , the electric componentsEx andEz, the protonnp and PInPI densities, and electrostatic
potentialeφ/Mu2

0/2. (Lipatov and Zank, 1999.)

formation of a shock transition layer with a strong foot in the pickup ion density
profile (g) and a thin ramp,1ramp/rci < 0.05 in the magnetic field and electrostatic
potential profiles (Figures 7.17(c) and 7.17(h)). An additional jump forms at a
distanceδz ≈ 0.6rci before the ramp in the electromagnetic field, bulk velocity
and proton density profiles. It is clearly seen that the peak in pickup ion density
corresponds to accelerated pickup ions and the peak is located inside the shock
ramp due to temporary trapping of pickup ions (Figure 7.17(g)).

Figure 7.18 showsv⊥2 vs v⊥1 for the protons and H+ pickup ions at different
locations relative to the shock ramp. The panels of Figure 7.18 are arranged in
ascending order from the bottom according to position as follows: far upstream
(bottom panel), on the shock front, just downstream of the shock, and, the top
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Figure 7.18.The projection of the protons (left column) and the H+ pickup ion (right column)
distribution onto the velocity plane for spatial sections ranging from downstream to upstream. Here
v⊥1 ‖ vz andv⊥2 ‖ vx are the velocity components perpendicular to the magnetic field. (Lipatov
and Zank, 1999.)
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Figure 7.19.The energy spectrum of accelerated H+ pickup ions for spatial sections ranging from
downstream to upstream. (Lipatov and Zank, 1999.)

panel, far downstream. The left column illustrates the projected proton distribution
in the plane(v⊥1, v⊥2) at various distances from the shock ramp, wherev⊥1 and
v⊥2 are the velocity components, perpendicular to the magnetic field. The proton
distribution function has a supersonic core ahead of the ramp and a subsonic core
downstream of the shock front. Before the ramp, we see reflected protons while
downstream, the transmitted protons form a halo due to phase mixing. The right
column shows the projected pickup ion distribution in the plane(v⊥1, v⊥2) at vari-
ous distances from the shock ramp, wherev⊥1 andv⊥2 are the velocity components,
perpendicular to the magnetic field. The bottom right panel illustrates a very typical
distribution which results from ion reflection at a perpendicular shock. Such dis-
tributions are seen at virtually all quasi-perpendicular shocks, both observationally
(e.g., Sckopke, 1995) and in simulations (e.g., Leroy et al., 1982) and contribute
essentially to the formation of the ion shock foot. If the number and energy density
of the reflected pickup ions were sufficiently high at the termination shock, the foot
structure and length scales would be determined primarily by reflected pickup ions
rather than the colder more numerous solar wind protons (Liewer et al., 1993; Zank
et al., 1996). The second panel from the bottom shows the pickup ion distribution at
the shock ramp and a strong transverse acceleration of pickup ions along the shock
front is evident with the formation of an extended ‘tongue’ alongv⊥2. Finally,
phase mixing occurs far downstream.
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Figure 7.20.Upstream and downstream velocity distribution functions of pickup protons in the
absence of scattering (solid circles) and with scattering (open circles). (Giacalone et al., 1994.)

Figure 7.19 illustrates the energy spectrum of accelerated H+ pickup ions for
spatial sections ranging from downstream to upstream. The pickup ion energy
spectrum has two parts, as discussed already (Zank et al., 1996) – a shell-like
distribution with an energy cut-off at aboutE0 = MPIu

2
0/2 in the solar wind frame

and an accelerated pickup ion component which emerges from the shell distribution
as a hard/flat power law spectrum. The accelerated pickup ion energy spectrum may
be approximated by the power lawFi ∝ dN/N ∼ (E/E0)

−k, where the energyE
is calculated in the solar wind frame andN denotes the pickup ion number density.
In the present case, the indexk is about 1.0–1.3 in the vicinity of the ramp. The
similarity between the spectra produced by the hybrid simulation of Lipatov and
Zank (1999), the test particle-mesh simulation (Lipatov et al., 1998), and those
obtained from the quasi-analytical approach (Zank et al., 1996) is close.

Thus, kinetic hybrid simulations of the acceleration of H+ pickup ions at low-β
collisionless quasi-perpendicular shocks (with a low pickup ion density (nPI/n0 <

0.1) and appropriate anomalous resistivity 0.006c/ωpi < ld < 0.25c/ωpi) demon-
strate several new features, as well as providing support for the basic test-particle
analysis of Zank et al. (1996) and Lee et al. (1996).

7.3.2. Injection at Quasi-Perpendicular Shocks
The simulation of ion injection and acceleration at quasi-perpendicular shocks
has been described in several papers by Giacalone and Jokipii (1996a, b) and
Giacalone et al. (1994). The important feature of these simulations is the inclusion
of either synthetic turbulent magnetic fields (Giacalone and Jokipii, 1996a, b) or a
phenomenological cross-field scattering model (Giacalone et al., 1994).

Jokipii et al. (1993) (see also Jones et al., 1998) have argued that the diffusion of
particles across a magnetic field is suppressed in 1D and 2D hybrid simulations. To
avoid this limitation, since cross-field diffusion is essential to particle acceleration
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at quasi-perpendicular shocks, Giacalone et al. (1994) introduce anad hocparticle
‘scatter’ at some timeτ which conserves particle speed and pitch-angle in the local
plasma frame but randomizes the gyrophase. Whether this rather crude model over-
or underestimates cross-field transport of ions in their 1D hybrid simulations is
unclear. Nonetheless, such an assumption leads to the acceleration of pickup ions
at a perpendicular shock. Shown in Figure 7.20 is a pickup ion spectrum with (open
circles) and without (solid circles) the phenomenologically prescribed cross-field
scattering model. In the presence of scattering, a power law accelerated pickup ion
population emerges from the assumed pickup ion shell distribution downstream of
the perpendicular shock. Conversely, solar wind ions are not seen to be accelerated
at the perpendicular shock even thought the simulations show a substantial spec-
ularly reflected proton population upstream of the shock. The reason for pickup
ion acceleration without solar wind ion acceleration is largely a consequence of
the assumed scattering model (gyrophase randomization) and the assumed pickup
ion and solar wind proton distribution functions (shell and Maxwellian respec-
tively). The specularly reflected solar wind ions possess a small range of velocities
perpendicular to the magnetic field, unlike the pickup ions, and cannot remain in
the vicinity of the shock for any significant length of time when only gyrophase
scattering is assumed. This may indicate yet again that the shell distribution is
rather special in alleviating the ‘injection problem’ at quasi-perpendicular shocks.
However, the nature of the scattering model introduced by Giacalone et al. (1994)
must temper such a conclusion.

It is clear that the heart of the injection problem resides in the nature of low-
energy particle scattering, either by MHD turbulence or specularly, and in the
nature of the pickup ion distribution. In an effort to determine whether a realistic
turbulence field could provide the necessary pickup ion scattering at a shock needed
to inject and accelerate ions to large energies, Giacalone and Jokipii (1996a, b)
performed test-particle simulations using synthetic MHD turbulence spectra. Two
models for the turbulence were investigated, the first assuming that the correlation
length` � RL (RL the particle gyroradius), and the second that` ∼ RL. In the
first case, field-line random walk essentially determines particle diffusion, unlike
the second model.

Illustrated in Figure 7.21 is the downstream omni-directional pickup ion flux.
The solid line corresponds to the` ∼ RL model and the dashed line to a` ∼ 100RL
model. The structure in the spectrum can be interpreted as one, two, and multiple
particle encounters with the shock (one encounter gives rise to the drift acceleration
feature – compare with Figure 7.10), especially for the` ∼ RL model. In thè ∼
100RL model, thanks to the random walk of the magnetic field, the acceleration
process becomes diffusive after the particle encounters the shock more than once.
The subsequent spectral slope is approximately consistent with the expectations
of diffusive shock acceleration theory. The` ∼ RL model produces far steeper
spectra. In both cases, the number of accelerated ions is two orders of magnitude
smaller than the number experiencing one encounter with the shock.
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Figure 7.21.Downstream particle flux as function of energy, normalized to the solar wind ram energy.
(Giacalone and Jokipii, 1996b.)

Giacalone and Jokipii (1996a, b) conclude that the motion of low-energy pickup
ions is not well described by diffusion theory. Consequently, the spectral slope of
accelerated particles was steeper at low energies than expected from Fermi accel-
eration theory. This, they suggested, implies that simple scattering off convected
magnetic fluctuations cannot readily account for the acceleration of freshly ionized
pickup ions.

The final set of simulations that we discuss are Monte Carlo simulations of ion
acceleration at interplanetary shocks. These are not directly relevant since pickup
ions are not included in these models (Baring et al., 1997) and only the injection
of solar wind ions is considered. However, the suggestion has been made (Ellison
et al., 1995; Baring et al., 1997) that there is no difficulty in injecting thermal
particles into the Fermi acceleration scheme, even for quasi-perpendicular shocks
(θBN > 70◦). For this reason, we consider the Monte Carlo simulations a little more
closely.

Baring et al. (1997) compare modelled accelerated solar wind ion spectra with
UlyssesSWICS H+ data and obtain good fits. The Monte Carlo model relies on
several key assumptions. Firstly, it is assumed that the particle scattering is elastic
and isotropizes particle momenta in the local fluid frame, and therefore mimics
large-angle scattering. The scattering mean-free-path is assumed to be

λ = λ0 (RL/RL1) ∝ p , (210)

whereRL1 is the far upstream particle gyroradius. Secondly, the ratioλ0/RL1 is
prescribed and, sinceκ⊥ = κ‖/(1+ (λ/RL)2), defines the magnitude of the cross-
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field diffusion. To obtain the fit of model to data, Baring et al. (1997) have to
useλ0/RL1 ∼ 1, implying that the scattering is very strong (sinceκ⊥ ' κ‖). If
λ0/RL1� 1, then no acceleration occurs at the quasi-perpendicular shock at all.

Recognizing that the Baring et al. (1997) model does not address the issue of
pickup ion injection and acceleration directly, their model raises several disturbing
issues. (1) The adopted phenomenological form of the scattering mean-free-path
model (210) is not consistent with either the parallel or perpendicular mfp models
derived in Section 7.1.1. For low energy ions,λ‖ ∝ p1/3 and, for strong scattering,
λ⊥ ∝ p1/3. For weak scattering,λ⊥ ∝ p2. Thus, the choice of the scattering law
(210) appears to be neither well motivated nor consistent with the assumption of
strong scattering. Equation (210) also favours the injection of low-energy particles
since it overestimates their mobility compared to aλ ∝ p1/3 scattering law. (2)
As discussed by Jokipii (1992), to accelerate ions rapidly at a quasi-perpendicular
shock requires thatλ/RL � 1, which appears to be in conflict with the requirement
of λ/RL ∼ 1 that Baring et al. (1997) need for injection and acceleration. (3) As
discussed above in the context of the Giacalone and Jokipii (1996a, b) simulations,
the nature of the turbulence scattering field is essential in deciding whether scatter-
ing alone is sufficient to provide the injection particles for Fermi shock acceleration
and the prescription of anad hocscattering law cannot circumvent this plasma
physical question. In this respect, the results of Giacalone and Jokipii (1996a, b)
appear to be in conflict with the Monte Carlo model of Baring et al. (1997). If
nothing else, this illustrates the complexities and subtleties of the injection problem
for cosmic-rays.

8. Nonlinear Theory of Termination Shock Structure

The question of what the Voyager spacecraft might see when crossing the he-
liospheric termination shock has assumed increasing importance and many studies
have now addressed this issue. These studies fall typically into two classes: (1)
What role do pickup ions play in determining shock structure? and (2) How do
anomalous and galactic cosmic-rays help to determine termination shock structure?
Although the disparate length scales between∼ 1 keV pickup ions and MeV ACRs
suggest that the role of one is independent of the other, pickup ions provide presum-
ably the seed population for ACRs and one needs therefore to assess the importance
of injection too in the dynamics of the shock structure. It is easy to convince oneself
that both the test particle pickup energization and the ACR acceleration models
discussed in Section 7 lead to energy densities for the accelerated pickup ions and
ACRs that are comparable to or exceed the thermal energy density of solar wind
ions. The nonlinear backreaction of energized ions on the solar wind and termi-
nation shock structure must therefore be included self-consistently. We shall begin
this section by considering the effects of pickup ions on the termination shock.
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Thereafter, shock structure will be considered from the perspective of cosmic-ray
mediation.

8.1. EFFECT OF PICKUP IONS ON THE TERMINATION SHOCK

In an analysis of anomalous cosmic-ray spectra observed during 1994, Stone et al.
(1996) suggested that the termination shock should be located at∼85 AU and the
shock compression ratiors ' 2.6. Such a weak shock corresponds to a sonic Mach
numberM ' 2.4 for the solar wind flow just ahead of the shock. Although the
termination shock is expected to be much weaker, due both to the deceleration of
the wind by ion pickup and the increase in effective sound speed, such a small com-
pression ratio is not consistent with simulations (Sections 5, 6). It is possible that
assumptions regarding the ACR acceleration model at the TS may contribute to the
somewhat low compression ratio of the TS. Nonetheless, Isenberg (1997) (see also
Zank et al., 1995, 1996) used both a perturbation model (Section 4.3) and his three-
fluid model (Section 4.4) to evaluate the (fast magneto)sonic Mach numberMf for
the solar wind as a function of radial distance. Illustrated in Figure 8.1 is a plot
of Mf (r). The parameters used to produce Figure 8.1 wereN = 0.125 cm−3 (the
neutral number density assumed at the TS and not in the LISM),u(1 AU) = 400
km s−1, n(1 AU) = 5 cm−3, Tp(1 AU) = 1.4× 104 K, andB = 2.5γ . In order to
achieve such a low Mach number, it was essential to assume a high neutral number
density at the TS. Gloeckler et al. (1995) and Gloeckler (1996) suggest that such
values are reasonable although earlier estimates Gloeckler et al. (1993) suggested
lower values (N = 0.06 cm−3). A high value forN is very difficult to understand
theoretically – either filtration is completely unimportant or the LISM value of
the neutral number densityN of hydrogen is much higher than often assumed or
inferred. If the latter is in fact correct, then the extent of the heliosphere should
be much smaller than predicted by the global 2D and 3D models of Section 5. In
general, the global models predict a TS that is located at∼ 70–80 AU. Although
the ACRs act to push the shock further out, the inwardly directed galactic cosmic
ray pressure gradient tends to nullify this effect. Thus, it is difficult to place the
shock at≥ 85 AU and simultaneously impose a large value ofN at the TS, as
required in the analysis of Isenberg (1997). The resolution to this difficult lies in
any of several directions. (i) Inferences drawn from the ACR data may depend
too strongly on the cosmic-ray acceleration and injection model. (ii) ACR mod-
ulation in the outer heliosphere is not yet fully understood and inferences from
the spectra may be difficult to draw. (iii) Neutral number densities may have been
overestimated, both those derived from Lyman-α observations and pickup ion data.
(iv) The LISM plasma density may be lower than assumed generally.

To summarize, one expects theoretically that the TS should be weakened con-
siderably by pickup ions in the solar wind. The precise strength of the termination
shock is however unclear since neither the multi-dimensional simulations nor the
inferences and implications from observations are consistent.
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Figure 8.1.Solar wind fast-mode Mach number in the radial range 75–95 AU (solid line), calculated
using the three-fluid model of Isenberg (1986). The range of shock compression ratiosX derived by
Stone et al. (1996) are shown by the dashed lines (Isenberg, 1997.)

8.1.1. Termination Shock Structure: Theory
The very interesting simulations presented by Liewer et al. (1993) of a quasi-
perpendicular termination shock in the presence of a pickup ion population prompt-
ed the development of a fairly detailed theoretical termination shock model based
on pickup ion reflection (and MRI acceleration) at the cross-shock electrostatic
potential (Zank et al., 1996) We consider first the simplified theoretical analysis
before discussing the simulations.

Based on the three-fluid model of Isenberg (1986) (Section 4.4), Zank et al.
(1996) consider four TS models, these distinguished by the termination shock lo-
cation and the assumed thermal temperature dependence on heliocentric distance.
These models are contrasted with a pure MHD solar wind model (i.e., no neutral
H, and hence no pickup ions, included). Model 1 assumes a termination shock
location of 60 AU and the TS of Model 2 is at 100 AU. Models 1a and 2a as-
sume an adiabatically cooled solar wind whereas Models 1b and 2b assume that
T ∝ r−0.55 (Richardson et al., 1995). Models 1 and 2a assume thatN = 0.1
cm−3, and Model 2b assumesN = 0.01 cm−3. The expected sound speeds, Mach
numbers and plasma beta values are tabulated in Table XVI, obtained using val-
ues for the temperature, density, and magnetic field strength listed in Zank et al.
(1996). Several points are immediately apparent from Table XVI and the plasma
parameters on which it is based. (i) Charge exchange, and the lesser effect of mass-
loading, can decelerate the solar wind significantly, with the implication that the
TS shock strength can weaken dramatically with increasing heliocentric distance.
(ii) The thermal solar wind temperature (i.e., excluding pickup ions) is very low,
even when non-adiabatic thermal expansion is assumed (Model 1b) and several
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TABLE XVI

Derived sound speeds (VA and Vf correspond to the Alfv́en and fast magnetosonic
speeds), Mach numbers (MA andMf to the Alfvén and fast magnetosonic Mach num-
bers) and plasmaβ’s (βPI/SW refer to the plasma beta with and without pickup ions) for
the TS models.

VA (km s−1) Vf (km s−1) MA Mf βSW βPI

Model 1a 50 98 6.9 3.5 6.6× 10−3 3.3

Model 1b 50 99 6.9 3.5 0.15 3.45

MHD (60AU) 51 51 7.8 8 0.005

Model 2a 62.5 110 4.5 2.5 2.4× 10−3 2.6

Model 2b 68.5 100 5.6 3.8 2.4× 10−3 1.4

MHD (100AU) 71 71 5.6 5.6 2.4× 10−3

orders of magnitude lower than that of the pickup ions. The solar wind distribution
function becomes increasingly narrow in velocity space. By contrast, the continued
addition of energetic pickup ions serves to offset the effects of adiabatic expansion,
so leading to an almost constant pickup ion temperature and pressure in the outer
heliosphere all the way out to the TS (Isenberg, 1986). (iii) pickup ions constitute
merely 15–20% of the total number density at 60AU and 20–25% at 100AU yet
are the dominant outer heliospheric plasma pressure (excluding the solar wind ram
pressure, of course). (iv) With the exception of Model 2a, the number density of
pickup ions is sufficiently small that the Alfvén speedVA is not greatly changed
from the canonical MHD value. The associated deceleration of the solar wind
speed does however reduce the Alfvén Mach number compared to the purely MHD
models. (v) The addition of hot pickup ions to the outer heliosphere reduces the
fast magnetosonic Mach number of the TS considerably, implying that the TS is
significantly weakened by the inclusion of pickup ions. (vi) Finally, it is evident
from Table XVI that the plasma beta is determined almost entirely by the pickup
ion contribution. In the absence of pickup ions, the plasma betaβ is negligibly
small unless there is significant heating (Model 1b), in which caseβ is merely
small.

A phenomenological classification of quasi-perpendicular shocks into laminar,
quasi-laminar, turbulent and quasi-turbulent has been made by Greenstadt (1974),
Formisano (1977) and Mellott (1985) (and references therein) based on observa-
tional studies of the terrestrial bow shock and interplanetary shocks. The classes
are determined by the upstream plasma beta and the fast magnetosonic Mach num-
ber. In Figure 8.2, the Greenstadt/Formisano scheme is used to classify the TS
models of Table XVI. (It should be noted that Figure 8.2 applies only to quasi-
perpendicular shocks – a similar parametric classification scheme for quasi-parallel
shocks does not exist.) All four of the pickup ion modified TS models fall into the
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Figure 8.2.The classification scheme proposed by Greenstadt (1974) and Formisano (1977) which
divides quasi-perpendicular shocks into four classes depending on the plasmaβ and magnetosonic
Mach number (after Mellott, 1985). The classification of Models 1a,b and 2a,b within this scheme is
illustrated by a † (Model 1a), a× (Model 1b), a? (2a) and a• (2b). The purely MHD models at 60
and 100 AU are not in the figure since they haveβ � 0.1 (Zank et al., 1996.)

turbulent regime. However, due to increasing heliocentric distance, the TS Model
2a is so weak that it borders the quasi-turbulent category. The much smaller pickup
ion number density assumed for Model 2b ensures that the TS in this case is fully
turbulent, like those of Models 1a and 1b. In principle, the dissipation necessary to
form quasi-turbulent (and laminar) shocks derives from dispersive effects and/or
anomalous resistivity. For shocks with Mach numbers greater than some critical
Mach number (∼ 2–3), resistivity alone is insufficient to provide structure to the
shock. Consequently, additional dissipative mechanisms are required to form the
shock. Thus, Figure 8.2 suggests that the TS is likely to be supercritical, although
perhaps only marginally. Note that if the pickup ion density were slightly larger or
if the TS were located somewhat beyond 100 AU, the magnetosonic Mach number
would be so reduced as to render the TS subcritical! Even for the much better
studied terrestrial bow shock, it remains unclear which wave modes provide the
anomalous viscosity at a subcritical shock – a situation which can only be rendered
more uncertain by the presence of hot pickup ions.

Zank et al. (1996) assume that the termination shock is supercritical and quasi-
perpendicular. It is shown that the narrowness of the cold solar wind distribution
makes the reflection of solar wind ions at a weak TS very inefficient. Pickup H+,
on the other hand, is much more efficiently reflected and, using the parameters of
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TABLE XVII

Specular reflection and pickup ion injection characteristics for
the different TS models

% reflected H+ % overall efficiency (%)

Model 1a,b 22 3.5

Model 2a 30 6

Model 2b 29 1

Table XVI and the results of Section 7.2.1, we summarize the pickup ion injection
efficiencies (percentage of reflected to incident pickup H+) and the overall injec-
tion efficiency, i.e., the percentage of reflected to incident pickup plus solar wind
protons, for each of the models (Table XVII). Under the assumption that the solar
wind ion distribution is Maxwellian, injection efficiencies of� 1% for reflected
solar wind protons are achieved.

Table XVII suggests that the perpendicular structure of the TS is determined
largely by pickup ions. In all cases, a significant fraction of the incoming pickup ion
population is reflected at the TS – a percentage that corresponds to a modest frac-
tion of the total incident ion population. Furthermore, the percentage of reflected
ions is probably sufficiently small that the TS remains stable (Leroy, 1983). Pickup
ions may therefore provide the primary dissipation mechanism for a perpendicular
TS with solar wind ions playing very much a secondary role. The length scale of
the TS foot should also be determined by the gyroradii of the reflected pickup ions.
Initially, reflected pickup ions will have gyroradii on the order of several×104

km. If one assumes that MRI acceleration can accelerate pickup ions up to MeV
energies with gyroradii∼ 10−2 AU, then the thickness of the foot should be on
the order of several×106 km. The energy density of the reflected pickup ions will
determine the strength of the precursor relative to the ramp and, given the flatness
of the reflected pickup ion energy spectrum, this may well be substantial.

Simple estimates for the expected heating of the pickup ions and solar wind
ions and electrons can be made (Zank et al., 1996). The bulk of the pickup ions
are heated by shock drift acceleration for which the energy increase is given by
(202) (this neglects the energization due to MRI acceleration). One can estimate
the solar wind ion heating from either a simple cross shock potential calculation
or from the appropriate Rankine-Hugoniot conditions. Empirically, the heating
of electrons averages about 20% of the total temperature change implied by the
Rankine-Hugoniot conditions (Schwartz et al., 1988) although this fraction can
increase for lower values of the magnetosonic Mach number. Zank et al. (1996)
also estimate the energy density of reflected pickup ions in the foot. The various
estimates are collected together in Table XVIII.
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TABLE XVIII

Derived structural properties of the TS models when MRI acceleration is taken into ac-
count. Herers refers to the shock compression ratio,Lf to the foot length scale,Pfoot to

the reflected pickup ion pressure in the foot,T
ion/electron
SW2

to the downstream solar wind
ion and electron temperatures,Pfoot/P1 to the ratio of foot to upstream pressures, and
TPI2 to the downstream pickup ion temperature for the shock drift accelerated component

rs Lf (km) Pfoot (eV cm−3) T ion
SW2

(K) T electron
SW2

(K) Pfoot/P1 TPI2 (K)

Model 1a 3.2≥ 106 1.3× 10−1 2.4× 105 6.2× 104 1.6 1.4× 106

Model 1b 3.2≥ 106 1.3× 10−1 2.4× 106 5.9× 105 1.6 1.4× 106

Model 2a 2.7≥ 106 7.6× 10−2 1.7× 106 4.2× 105 1.6 1.2× 106

Model 2b 3.6≥ 106 3.5× 10−2 2.1× 106 5.3× 105 1.4 2.8× 106

TABLE XIX

The injection efficiencies (measured in percentages) of
different pickup ion species for the four TS models

H+ He+ C+ N+ O+ Ar+

Model 1a,b 22 10.7 6.2 5.8 5.4 3.4

Model 2a 30 14.5 8.4 7.7 7.2 4.6

Model 2b 29 14.4 8.3 7.65 7.2 4.55

Before discussing the simulations of Liewer et al. (1993), consider briefly the
implications of the MRI acceleration mechanism for the relative abundance’s of
the ACR component. Zank et al. (1996) and Lee et al. (1996) suggest multiply
reflected pickup ions might form the ACR injection component (i.e., they assume
that the reflected particles are injected into a second-stage acceleration process
from which the ACR component is then produced). Using their models 1 and 2,
Zank et al. (1996) calculate the fraction of the solar wind pickup ion population
that can become ACRs. The mass/charge ratio implicit in (203) differentiates the
injection efficiencies of the various species according to mass, as is illustrated in
Table XIX for H+, He+, C+, N+, O+ and Ar+ in each of the four TS models.

The simple results collected here suggest that a primary dissipation mechanism
at the perpendicular termination shock or subshock (see below) is the reflection
and subsequent MRI energization of pickup ions.

8.1.2. Termination Shock Structure: Simulations
Liewer et al. (1993) simulate the structure of the termination shock in the presence
of a pickup ion shell distribution. Subsequent simulations by Liewer et al. (1995),
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Figure 8.3.Simulation results for aMA = 8 quasi-perpendicular shock with no pickup ions. The
total magnetic field magnitude, solar wind density (nSW), and solar wind ion temperatureTSW
(normalized to upstream values) as a function ofxωpi/c (ωpi the ion plasma frequency) (Liewer
et al., 1993.)

Kucharek and Scholer (1995), and Giacalone and Jokipii (1996a, b) concentrate
on the issue of ion injection and acceleration. Liewer et al. (1993) modified a
standard 1D hybrid plasma particle simulation code with particle ions and massless
fluid electrons by including a second (pickup) ion species. The pickup ions were
initialized with a spherical shell distribution in velocity space. Three cases were
considered : (i) no pickup ions; (ii) 10% of the ions are pickup H+, and (iii) 20%
are pickup ions.

Consider first a simulation without pickup ions. For this simulation, the Alfvén
Mach numberMA = 8 and the shock is strong (Mf ' 6.1). The plasma variables
are illustrated in Figure 8.3. The magnetic field and density experience a jump with
compression ratiors ∼ 4. A foot can be discerned in the magnetic field profile of
Figure 8.3, which is due to the reflection of solar wind ions. The solar wind ions
experience significant heating, thanks to the strong shock.

With the inclusion of a 10% pickup ion population, the magnetosonic Mach
numberMf ' 3 althoughMA = 8. The results of the simulation are displayed
in Figure 8.4. The density and magnetic field jump at the shock are apprecia-
bly smaller than their no pickup ion counterparts and the pickup ion temperature
increase across the shock is essentially adiabatic. The thickness of the ramp, a con-
sequence of the assumed phenomenological resistivity, is too broad to allow MRI
acceleration. The magnetic and density profile of Figure 8.4 shows the presence of
a foot whose length scales with the pickup ion gyroradius. Some solar wind ion
reflection occurs too, introducing a small bump on the foot.

Figure 8.5 compares the magnetic foot and ramp on a finer scale for the three
simulations. The extended foot due to pickup ion reflection at the electrostatic
shock potential is clearly visible, as is the second small bulge that is produced
by solar wind ion reflection in the 10% pickup ion case. The apparent absence of
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Figure 8.4. Simulation results for a quasi-perpendicular shock with 10% pickup hydrogen.
θBN = 80◦ andMA = 8. The total magnetic field magnitude, the total number density, solar wind
density (nSW), pickup ion (np) and solar windTSW and pickup (Tp) ion temperatures (normalized
to upstream values) as a function ofxωpi/c (ωpi the ion plasma frequency). Note the presence of
the foot ahead of the main shock ramp caused by backstreaming pickup ions (Liewer et al., 1993.)

reflected solar wind ions in the third case (20% pickup ion population) is most
likely a consequence of the very low Mach number of the shock (Mf ' 2.6).

Liewer et al. (1993, 1995) and Kucharek and Scholer (1995) discuss the struc-
ture of an oblique TS. ForθBN = 50◦, MA = 8, but now with no resistivity,
a ‘no pickup ion’ case is simulated (Figure 8.6). A characteristic broad shock
transition is seen. By contrast, a simulation with a 10% pickup ion population
is shown in Figure 8.7. A noticeable fraction of the incident pickup ion popu-
lation is reflected and these ions stream away from the shock. Solar wind ions
experience little reflection. A large-amplitude compressive magnetosonic wave,
excited by the streaming pickup ions (Liewer et al., 1993; Barnes, 1970), propa-
gates upstream. Such large-amplitude waves steepen as they convect into the shock,
possibly forming ‘shocklets’, as well as scattering streaming pickup ions. This may
have implications for the injection and energization of pickup ions at the TS but this
has yet to be explored.
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Figure 8.5. A comparison of the magnetic ramps for three cases, no pickup ions, 10% pickup
hydrogen, and 20% pickup hydrogen (Liewer et al., 1993.)

Figure 8.6.Simulation results for an oblique shock (θBN = 50◦) in the absence of pickup ions.
Plotted as a function ofx are the transverse magnetic field componentsBy andBz and the solar wind
density. No large amplitude magnetosonic wave appears ahead of the shock (Liewer et al., 1993.)
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Figure 8.7.Simulation results for an oblique shock (θBN = 50◦) with 10% pickup hydrogen and
MA = 5. Plotted as a function ofx are the transverse magnetic field componentsBy andBz, the
phase angleφ betweenBy andBz (in degrees), and the total, solar wind and pickup ion number
densities, all in normalized units. A compressional magnetosonic wave, excited by reflected pickup
ions, is apparent ahead of the shock (Liewer et al., 1993.)

Figure 8.8.The solid lines show the computed energy density computed from the observed spectra
shown in Figure 7.1 as a function of heliocentric distance. The dashed line corresponds to the solar
wind energy density, using standard parameters (Jokipii, 1989.)



604 G. P. ZANK

8.2. EFFECTS OF COSMIC-RAYS ON THE TERMINATION SHOCK

Consider now the role of anomalous and galactic cosmic-rays scattered byin situ
and self-generated magnetic fluctuations. Such a scattering environment ensures
that the cosmic-rays convect with the super-Alfvénic solar wind, with which they
exchange momentum via the MHD turbulence intermediary. The pressure of cosmic-
rays in the solar wind adds a non-thermal pressure contribution to the dynamics of
the solar wind. The energy density of the ACR component is surprisingly large
and increases with radius. By evaluating moments of a modulation solution to
the cosmic-ray transport equation (168), Jokipii (1989) obtained the radial energy
density profiles of anomalous H, He, O and galactic cosmic-rays illustrated in
Figure 8.8. The solar wind proton energy density is plotted too. The solar wind
calculation neglects the effects of pickup ions, which will dominate. Nonetheless,
the ACR component can be expected to be important in the outer heliosphere,
especially in view of the steep gradients expected in the vicinity of the TS. With the
additional energization of anomalous cosmic-rays at the termination shock, ACRs
represent a primary dissipation mechanism that can act to determine termination
shock structure on scales larger than those of pickup ion gyroradii.

Early studies which included a dynamical cosmic-ray component focussed pri-
marily on the deceleration of the solar wind by the galactic cosmic-ray pressure
gradient [see, for example, Axford, 1965; Axford and Newman, 1965; Sousk and
Lenchek, 1969; Babayan and Dorman, 1977). The models did not include the adi-
abatic exchange of energy between cosmic-rays and solar wind, which therefore
precluded a study of the mediated termination shock itself. Lee and Axford (1988),
Ko and Webb (1987), and Ko et al. (1988) used the full cosmic-ray pressure equa-
tion in spherical geometry to study both the deceleration of the solar wind and the
structure of the termination shock. Lee and Axford (1988) assumed that the solar
wind was cold, unlike Ko and Webb (1987), but the latter authors included a solar
gravitational term which complicated the analysis unduly. The studies of Lee and
Axford (1988), Ko and Webb (1987), and Ko et al. (1988) all demonstrated that
galactic cosmic-rays could decelerate the solar wind marginally, causing the TS to
move inward slightly, and that the termination shock was mediated by cosmic-rays.
These basic cosmic-ray models have since been refined and extended considerably,
and we shall review these more recent models in some detail below.

8.2.1. The Basic Equations
Before turning to specific models of a termination shock mediated by cosmic rays,
we describe briefly the underlying non-linear models which couple the solar wind
flow and cosmic-rays. Of particular importance is the method by which particle
injection is introduced. Proper injection models must depend ultimately on the
specific form of the distribution function. As a step in that direction, Zank et al.
(1993) suggested a ‘thermal leakage’ type of injection model, a model which has
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since been extended by several authors (Kang and Jones, 1995; Chalov and Fahr,
1994; Ko et al., 1997).

Within the two-fluid model, injection can be introduced consistently by assum-
ing that all particles are described by a single distribution functionftotal(x, t, p)
(e.g., pickup ions and ACRs) and regarding only those particles with momenta
p > p0 as energetic. The transport of the energetic particles is assumed to be
described adequately by the cosmic-ray transport equation (168). Such energetic
particles represent those found in the tails of the overall distribution function,
while the background thermal gas is assumed to comprise those cooler particles
found in the core of the distribution. To obtain a closed ‘hydrodynamic’ system,
it is necessary to take moments of the transport equation for the energetic par-
ticles, integrating over momentum from the lower to the upper bound. Such an
integrated cosmic-ray energy density equation was written down first by Eichler
(1979, 1984), although his analysis was concerned primarily with particle escape
and its consequent dynamical implications for the shock and the particle distri-
bution function. We consider only injection here. With the inclusion of a lower
momentum boundary atp0, the cosmic-ray energy density equation acquires an
injection term proportional to the gradient of the flow velocity. In a nonuniform
decelerating flow, this merely expressed the fact that the incoming fluid is com-
pressed, and consequently a fraction of the particles in the cool thermal core are
energized sufficiently to cross the lower momentum boundary and thus become
‘energetic particles.’ Obviously, the steeper the flow velocity gradient, the stronger
the compression and hence the greater the injection rate. Thus, injection is of
particular importance at subshocks.

As usual in the two-fluid formulation, energetic particles (ACRs or GCRs) are
described in terms of a pressurepc and energy densityEc, both of which are
related via a specific heat ratioγc. The energetic particles are assumed to have
negligible mass density. This explicit assumption implies that one cannot model
the injection of, e.g., energetic pickup ions into the ACR component by using a
number density based model, at least within the context of the standard two-fluid
model (e.g., Chalov and Fahr, 1994).

Energetic particles embedded in a fluid with comoving scattering centers satisfy
the transport equation (168), repeated here for convenience

∂f

∂t
+ u · ∇f −∇ (κ · ∇f ) = 1

3
∇ · up∂f

∂p
, (211)

provided that the energetic particle distribution function remains nearly isotropic.
The transport equation can be written in conservation form using the particle stream-
ing flux S,

S= −κ · ∇f − u
p

3

∂f

∂p
. (212)

There are two important points to note about Equation (211). The first concerns
the absence of the momentum diffusion term (the ‘second-order Fermi’ term).
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Although this term is typically neglected in two-fluid and shock acceleration calcu-
lations, it is potentially important for highly turbulent shocks possessing extremely
tangled fluctuating magnetic fields. In a two-fluid formulation, the momentum dif-
fusion term in the transport equation will assume the form of a pressure source
term. The second point concerns the absence of a ‘source term’ in Equation (211) –
such a source term is generally included in studies which involve particle injection
(Falle and Giddings, 1987; Kang and Jones, 1990). The reason for excluding such a
source term is essentially that described above. Like Eichler (1979, 1984), Ellison
and Eichler, 1984; Jones and Ellison (1991), Zank et al. (1993) assume that in
principle no particular distinction exists between the thermal (e.g., pickup ions)
and non-thermal (ACRs) particle populations, and that all particles are described
by a single distribution function, however complicated. Zank et al. (1993) do not
consider the full distribution function but instead separate the particles into a high
energy bin (those having momentap > p0) and a low energy bin (p < p0).
Particles are allowed to migrate from one bin to the other. It is assumed for sim-
plicity that the high energy particles propagate diffusively in the sense described
by the transport equation (211). It is clear that in this model, no distinct source
term is allowed in Equation (211) unless ACRs are created spontaneously. Instead,
a ‘source term’ will enter through an integrated form of Equation (211) and will
represent a measure of the particle flux across the momentum boundaryp0.

If we introduce the standard definitions

Ec = 4π

∞∫
p0

Ep2f dp, pc = 4π

3

∞∫
p0

vp3f dp , (213)

for the cosmic-ray energy density and pressure, respectively, (v ≡ particle velocity,
E ≡ particle energy), then multiplying Equation (211) by energy and integrating
with respect top2 dp yields the hydrodynamical form of the cosmic-ray transport
equation or cosmic-ray energy equation

∂Ec

∂t
+∇ · (uEc)+ pc∇ · u−∇ · (κ̄ · ∇Ec) = −α∇ · u , (214)

whereκ̄ is an averaged hydrodynamical form of the spatial diffusion tensor [e.g.,
Drury, 1983]. The termα is the injected ‘energetic particle pressure’ crossing the
lower momentum boundary, and is defined as

α = 4π

3
E(p0)p

3
0f (p0). (215)

The source termα∇ · u represents a growth term for the cosmic ray energy density
in a decelerating flow. Thus, particle injection via thermal leakage is regulated by
the large-scale fluid flow. Althoughα is prescribed in terms of a lower momentum
boundaryp0, there is no reason to assume thatα should be constant. Zank et al.
(1993) suppose that away from a subshock, however,α = constant . At a sub-
shock, they allowα to change discontinuously. Ko (1995), Ko et al. (1997), and
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Chalov and Fahr (1994) suggest thatα = η1+η2pg might be an alternative choice,
especially since it is analytically tractable.

To derive a closed system of equations, one needs to relate the cosmic-ray en-
ergy densityEc to the cosmic-ray pressurepc. As is usual in two-fluid models, an
energetic particle adiabatic indexγc is introduced such that

Ec = pc

γc − 1
, (216)

where 4
3 ≤ γc ≤ 5

3, the two limits being those appropriate to fully relativistic and
non-relativistic energetic particles respectively. Strictly speaking, since one injects
from a non-relativistic thermal pool,γc should be less than43. Indeed, Axford et al.
(1982), and especially Achterberg et al. (1984), have noted and discussed the rather
sensitive dependence of shock solutions onγc. Unfortunately, a completely consis-
tent treatment can come only at the transport equation level, and two-fluid models
use a prescribed and constantγc.

From Equations (216) and (214), we obtain

∂pc

∂t
+ u · ∇pc + γcpc∇ · u−∇ · (κ · ∇pc) = −α(γc − 1)∇ · u , (217)

for the energetic particle pressure. The remaining equations are the continuity
equation

∂ρ

∂t
+∇ · (ρu) = 0 , (218)

the total momentum equation

ρ

(
∂u
∂t
+ u · u

)
+∇pg +∇pc = 0 , (219)

and the total energy equation for the system,

∂

∂t
(Eg + Ec + 1

2ρu
2)

+∇ · [u(Eg + 1
2ρu

2+ pg)+ u(Ec + pc)− κ · ∇Ec] = 0 , (220)

whereρ is the mass density of the thermal plasma only,pg the thermal gas pressure
andEg = pg/(γg − 1).

For smooth flows, the total energy equation can be reduced to

∂pg

∂t
+ u · ∇pg + γgpg∇ · u = α(γg − 1)∇ · u , (221)

which is often simpler to use. Equation (221) yields the thermal gas equation of
state

pg = Aργg + γg − 1

γg
α , (222)
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whereA is a constant of integration. The important implication of equation (222)
is that the gas sound speed of the system is reduced whenα 6= 0, since(

∂pg

∂ρ

)
S

= γgpg

ρ

(
1− γg − 1

γg

α

pg

)
≡ C2

s , (223)

at constant entropyS. Conversely, ifα = Cργg , then (Chalov and Fahr, 1994; Ko
et al., 1997)

pg = Aργ ′g , γ ′g ≡ γg − C(γg − 1) . (224)

Equations (218)–(220) form the basic hydrodynamic equations for two-fluid
cosmic-ray hydrodynamics. To close the hydrodynamic equations, one has to use
either the transport equation (211) directly and take moments of the calculated dis-
tribution function to computeEc andpc, or one can use the hydrodynamic version
of the transport equation (217). The two-fluid equations are easily generalized to
include the presence of a magnetic field.

The two-fluid cosmic-ray equations can be used to study both the solar wind
response to cosmic-ray pressure gradients as well as the non-linear structure of
the termination shock. The diffusion term∇(κ∇f ) introduces a diffusive length
scale over which particle acceleration at a shock acts to smoothly decelerate the
incident supersonic flow. However, Fermi acceleration need not lead to completely
smoothed shocks (Drury and Völk, 1981; Axford et al., 1982) and a subshock is
often present.

To determine the jump conditions at the subshock, it is assumed that the ener-
getic particle momentum and energy fluxes are continuous across the very thin gas
shock (Section 7.1.2). This is reasonable, at least to this order, because the cosmic-
rays possess a diffusion coefficient significantly larger than that corresponding to
any length scale appropriate to the thermal gas. The nature of the two-fluid model
indicates that some care must be exercised when deriving the jump conditions for
the cosmic-rays. In particular, the cosmic-ray mass flux is assumed negligible and
cosmic-rays contribute only to the overall energy density. On taking moments of
the energetic particle streaming fluxS (212) between the same limits as used in de-
riving the cosmic-ray energy equation (214), one obtains the normal (1D) energetic
particle jump conditions as

[pc] = 0 , [Fc] ≡
[

γc

γc − 1
upc − κ̄

γc − 1

dpc
dx
+ αu

]
= 0 . (225)

Equation (225) can therefore be written as[
γc

γc − 1
upc − κ̄

γc − 1

dpc
dx

]
= −[αu] , (226)

which demonstrates that the injection source term across the shock is proportional
to the weighted difference in the upstream and downstream flow velocities (which
is therefore related obviously to the shock compression ratio). As discussed above,
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α is unlikely to be constant, particularly at a (sub)shock where the heating of the in-
flowing gas must result in a significant change tofc. Thus, an enhanced energy flux
across the lower momentum boundary into the cosmic-ray gas can be anticipated
as a consequence of the nonadiabatic heating of the thermal gas at a subshock. It
follows then that, if the subscriptsa andb designate ahead of and behind the shock,
we must haveαb > αa and

[αu] = αaua − αbub .
In view of (225) and (226), the normal (1D) Rankine–Hugoniot conditions appro-
priate to the gas subshock take the form

[ρu] = 0 , (227)[
ρu2+ pg

] = 0 , (228)[
ρu

(
1

2
u2+ γg

γg − 1

pg

ρ

)]
= [αu] . (229)

The basic ‘thermal leakage’ model above was used by Zank et al. to investigate
shock structure, extending earlier studies by Drury and Völk (1981) and Axford
et al. (1982).

Before concluding this subsection, we stress again that the two-fluid model
(and variations thereof) assumes at a fundamental level that the energetic particles
(cosmic-rays) are massless. To include a cosmic-ray source term in the continuity
equation violates the basic conservation laws of the hydrodynamic system and
leads to unphysical results. If injection is to be addressed at the level of mass flux
rather than energy flux, as is done above, then the two-fluid model needs to be
revised to incorporate cosmic-rays with mass. Such a study was initiated by Zank
et al. (1993, 1994) and Story and Zank (1996) in the context of cometary shocks
where the massive water group ions dictate the need for such an approach. This
approach can be used to relate pickup ions and ACRs but has yet to be pursued
in any detail (see Zank et al., 1995 for the rudimentary basis of the model). The
resulting model differs in important ways from the standard two-fluid massless
cosmic-ray model.

8.2.2. Termination Shock Structure: Two-Fluid Models
Donohue and Zank (1993) used the basic two-fluid model of Section 8.2.1 to inves-
tigate the steady and dynamical structure of the termination shock in the presence
of cosmic-rays. This in many respects is a direct extension of the simpler model
used by Lee and Axford (1988) to investigate termination shock structure. The
model of Donohue and Zank (1993) does not distinguish between the ACR flux and
the GCR flux and a single relativistic value ofγc is assigned. The ACR and GCR
species are therefore assumed to satisfy the single hydrodynamic transport equation
(217), even though, strictly speaking, the ACRs are not relativistic. Unlike Lee and
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Figure 8.9.Time dependent evolution of the (a) cosmic ray and (b) thermal gas pressures from
the initial condition to the steady-stateS1. The time intervals are expressed as diffusion time units
td = κ/V 2

sh
. Both pressures are normalized to the upstream gas pressure (the preshocked solar

wind). The spatial scaling is arbitrary. The shock overshoot and oscillations are unphysical and due
to numerical instability (Donohue and Zank, 1993.)

Axford (1988), Donohue and Zank (1993) consider only the structure of the TS,
neglecting spherical symmetry and the expansion of the solar wind. Donohue and
Zank (1993) do not, however, assume that the solar wind is cold.

Here we follow Donohue and Zank (1993) and examine the steady state struc-
ture of a solar wind termination shock under the assumption that the wind is decel-
erated at the shock by interstellar cosmic-ray pressure. Drury and Völk (1981) and
Axford et al. (1982) found that the nonlinear two-fluid equations admit three pos-
sible downstream solutions for a shock. For the downstream cosmic-ray (thermal
gas) pressurepcd (pgd), these correspond to (1) the gas dynamic limit (pcd = 0),
which we may callS0; (2) comparable downstream gas and cosmic-ray pressures
(pcd ' pgd ), or S1, and (3) dominant gas pressure (pgd > pcd ), or S2. Under
certain circumstances, the solutionS1 may also approach a cosmic-ray dominated
state withpcd > pgd , as discussed below. Donohue and Zank (1993) examine
the structure and stability of these solutions using a time-dependent computational
model.

Consider first the evolution of the two-fluid equations (217)–(220) to a steady
shock solution in the absence of injection i.e.,α = 0. Figure 8.9 shows the time
evolution of the cosmic-ray (a) and thermal gas (b) pressures for a shock which
settles to the solutionS1. Initially, the downstream cosmic-ray pressure exceeds
the gas pressure. When the system reaches steady state, the two are approximately
equal. Note that in the downstream region, the sum of the two pressures is ap-
proximately conserved as the shock evolves in time. This results from momentum
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Figure 8.10.Detail of the steady-state velocity transition toS1 for the simulation of Figure 8.9 in the
Lagrangian frame i.e., the upstream velocity is zero and the shock moves supersonically (from left
to right) into the unshocked upstream gas. The foreshock, with length scaleκ/Vsh is clearly visible,
as is the subshock. The downstream oscillations are unphysical (Donohue and Zank, 1993.)

conservation since the downstream momentum flux is dominated by the pressure
terms for a strong shock. Figure 8.9 also illustrates the smoothing effect of the
cosmic-ray pressure on the initially sharp shock transition. In the steady state
structure, the momentum exchange between the thermal fluid and cosmic rays
leads to the formation of a diffusive precursor upstream of the shock. The velocity
precursor is shown in expanded detail in Figure 8.10. The width of the precursor
corresponds to the diffusion scale of the cosmic-rays,κ/Vsh. The thermal gas is
decelerated in the precursor by a cosmic-ray pressure gradient, and subsequently
undergoes a subshock transition to the final downstream state. This structure is the
most fundamental result of the cosmic-ray mediated shock model and is likely to
be of considerable importance in any TS encounter. The two-fluid model predicts
a cosmic-ray dominated (pcd > pgd) state for higher shock Mach numbers, and in
such a case, the large cosmic-ray pressure gradient completely smooths the flow,
and a subshock is absent (Drury and Völk. 1981; Axford et al., 1982; Lee and
Axford, 1988). Hence there exists the possibility that no sharp discontinuity will
be observed at the termination boundary.

Figure 8.11 shows a second simulation (Donohue and Zank, 1993) in which
the initial cosmic-ray pressure (pcd ) is less than the equilibrium pressureS1 corre-
sponding to Figure 8.9. As the simulation progresses, the system first attempts to
converge to the intermediate or gas-dominated solutionS2. The intermediate solu-
tion is an unstable equilibrium (Donohue et al., 1994), and the system subsequently
converges toS1, but on a considerably longer timescale. The primary effect of the
intermediate solution is to extend the convergence time for shocks which begin
near a gas dynamic state. This result may well be relevant to the evolution of the
termination shock if some external process induces the shock to change continually
from a cosmic-ray mediated to a gas dynamic state. This is discussed in Section 9.
Figures 8.9 and 8.11 illustrate that if the termination shock has a hydrodynamic
Mach number of 6.0 or greater, then cosmic-rays should play a significant role
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Figure 8.11.Time dependent evolution of the cosmic ray pressure from an initial state below the
equilibrium solutionS1. The shock first converges to the unstable solutionS2. Note that the timescale
for convergence toS1 is much greater than that illustrated in Figure 8.9 (Donohue and Zank, 1993.)

Figure 8.12.Time dependent evolution of the cosmic ray pressure from an initial state well below the
unstable solutionS2. The shock converges towards the gas dynamic limit (pc = 0) on a very long
timescale (Donohue and Zank, 1993.)

in determining the structure and dynamics of the shock. As a result, cosmic-rays
cannot be regarded as a minor component.

An interesting question concerning the time evolution of the shock is whether
the purely gas dynamic limit (pcd = 0) can be reached by beginning with a small
nonzero cosmic-ray pressure downstream. Figure 8.12 (Donohue and Zank, 1993)
show that, beginning with an initialpcd , the system can indeed converge towards
the gas dynamic limit, although exceedingly slowly. While some fraction of the
cosmic-ray pressure is convected downstream, the shock continues to trap and
accelerate both the remaining cosmic-rays and the upstream diffusive flux. This
balance between convection, diffusion, and acceleration is insufficient to maintain
a small equilibrium cosmic-ray pressure. However, the time scale for the removal
of cosmic-rays from the shock is far longer than that in progressing from a gas
dynamic state to a cosmic-ray dominated shock in the presence of particle injection.
Consequently, the TS is unlikely to ever be found in a purely gas dynamic state.
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Finally, Donohue and Zank (1993) show that the acceleration of the anomalous
cosmic-ray component may also affect the steady state structure of the shock. The
acceleration is modelled using the thermal leakage mechanism of Section 8.2.1.
Physically, since particle injection provides a new source of energetic particles,
besides the diffusive component, the equivalent Mach number is able to maintain
a higher downstream cosmic-ray pressurepc in the steady state. This is confirmed
by the simulation shown in Figure 8.13, which uses the same initial configuration
as used in Figure 8.9 but now with particle injection. Comparing the downstream
cosmic-ray and thermal gas pressures from Figures 8.9 and and 8.13 reveals an
increase in the fractional pressure contributed by cosmic-rays. The partial pressure
of the injected or ACR component may therefore be quite significant at the shock,
although this result depends on the choice of the injection parameterα. Since total
pressure must still be approximately conserved downstream, one also observes an
additional injection driven decrease inpgd . Therefore, the Mach 6.0 shock with
particle injection is even more strongly cosmic-ray dominated. Thus, Donohue and
Zank (1993) argued that cosmic-rays must play an essential role in determining the
structure and dynamics of the termination shock.

8.2.3. Termination Shock Structure: Three-Fluid Model
In an effort to identify more clearly the distinct role of ACRs and GCRs in deter-
mining the structure of the termination shock, Ziemkiewicz (1994), Ziemkiewicz
and Banaszkiewicz (1996), and Banaszkiewicz and Ziemkiewicz (1997) introduced
a three-fluid model comprising solar wind plasma, ACRs and GCRs. The latter
two papers also included pickup ions in a one-fluid solar wind description. This
approach is an important extension to that used by Lee and Axford (1988), Ko and
Webb (1987, 1988), and Donohue and Zank (1993) in that ACRs are not treated as
relativistic particles.

A steady state, 1D spherically symmetric MHD model is considered. The suit-
able generalization of the equations of Section 8.2.1 is

∇ · (ρu) = Qρ ,

ρu · ∇u = −∇ (pS + pA + pG)− 1

µ
B×∇ × B+QM; (230)

∇ ·
[
ρu
(

1

2
u2+ γS

γS − 1

pS

ρ

)
+ 1

2µ
uB2+ γA

γA − 1
upA + γG

γG − 1
upG û

− 1

γA − 1
κA∇pA − 1

γG − 1
κG∇pG

]
= QE .

In (230),Qρ , QM , andQE denote pickup ion source terms (Section 4) for the
supersonic and subsonic solar wind,pS,A,G the solar wind, anomalous, and galactic
cosmic-ray pressures, andγS,A,G the respective adiabatic indices (γS,A = 5

3 and
γG = 4

3).
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Figure 8.13.The equilibrium state for a termination shock model incorporating seed particle (anom-
alous cosmic ray) injection. (a) Gas velocity, (b) density, and (c) pressure, and (d) cosmic ray pressure
(Donohue and Zank, 1993.)

The ACR component in this model is produced only at the subshock of the ter-
mination shock with an efficiencyε. Thus, the hydrodynamic steady state transport
equation for both cosmic-ray populations is simply

∇ ·
(

γA,G

γA,G − 1
upA,G − 1

γA,G − 1
κA,G∇pA,G

)
= u · ∇pA,G . (231)
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TABLE XX

Plasma parameters at 1 AU used by Banaszkiewicz and Ziemkiewicz (1997). The
pressures are measured in erg cm−3

n (cm−3) u (km s−1) pS pG pA

Equator 8 400 4.4× 10−11 1.8× 10−13 1.8× 10−17

Polar 3.5 750 2.2× 10−10 1.8× 10−13 1.8× 10−17

If we denote the solar wind, magnetic, ACR, and GCR fluxes byFS , FB , FA, and
FG respectively, the 1D termination shock jump conditions can be expressed as the
system of differential equations

[ρu] = 0; [
ρu2+ pS + pB + pA + pG

] = 0 ,[
pA
] = 0; [

pG
] = 0 ,

[FS + FB ] ≡ − [FA] = 1
2ερ1u

3
1; [FG] = 0 .

(232)

Such an injection condition represents a fixed choice ofα at the subshock and
α = 0 elsewhere. The subscript 1 denotes values upstream of the shock.

Ziemkiewicz and Banaszkiewicz (1996) and Banaszkiewicz and Ziemkiewicz
(1997) do not use the galactic cosmic-ray and LISM thermal pressures as bound-
ary conditions but instead assume a TS location and solve the coupled system of
ordinary differential equations (230)–(232) as an initial value problem at 1 AU.

Banaszkiewicz and Ziemkiewicz (1997) investigate an exhaustive range of pos-
sible parameters and shock locations. We describe here two sets of results, one
appropriate to the slow equatorial solar wind and the other to a polar solar wind.
The assumed solar wind parameters at 1 AU are tabulated (Table XX).

The pickup ion production rates are calculated for two extreme cases, corre-
sponding to either a solar minimum photoionization rate and a low density LISM
(ν◦ph = 9× 10−8 s−1, N = 6× 10−2 cm−3) or a solar maximum photoionization
rate and a high density LISM (ν◦ph = 1.5× 10−7 s−1, N = 0.12 cm−3. For the
equatorial wind, two distinct spatial diffusion coefficient models are considered: (i)
κG = 6×1022+0.1×1020r [ AU] cm2 s−1, and (ii)κG = 4×1022+0.5×1020r [ AU]
cm2 s−1, andκA = 0.1κG. For the polar wind,κG = 1023 cm2 s−1, andκA =
1.18− 1.5× 1022 cm2 s−1.

The solutions obtained by Ziemkiewicz and Banaszkiewicz (1996) and Ba-
naszkiewicz and Ziemkiewicz (1997) are parameterized by both the assumed shock
location and the injection efficiencyε. By considering only those solutions which
yield acceptable values of the GCR pressure downstream of the TS (pG ' 0.33 eV
cm−1), a total pressure equal to the assumed LISM pressure (∼ 1 eV cm−1),
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Figure 8.14.Velocity and gas and cosmic ray pressures as a function of radial distance. The vertical
dotted lines identify three possible termination shock locations. The production efficiencyε is equal
to 0, 0.01, and 0.06 for the shocks located at 65, 80 and 95 AU respectively.ε is chosen for each shock
as a maximum possible value from the range (0,0.15) which yields a non-negative ACR pressure
downstream (Banaszkiewicz and Ziemkiewicz, 1997.)

and a non-negative ACR pressure downstream, one can estimate values forε.
Banaszkiewicz and Ziemkiewicz (1997) find that for a shock located at 65 AU, the
production rate for ACRs is less than 1%, increasing to∼ 5% forRTS = 80 AU,
and 15% forRTS = 95 AU.

To obtain solutions for the polar solar wind, Banaszkiewicz and Ziemkiewicz
(1997) find that an increase in both the GCR and ACR diffusion coefficients was
necessary to (1) maintainp∞G within reasonable limits and (2) to prevent the occur-
rence of singular solutions in the model. The values forκG andκA cited above are
probably as large as one can justify.

Illustrated in Figure 8.14 is a set of model solutions for an equatorial solar
wind with three different TS locations. As usual, pickup ions decelerate the solar
wind, with a modest contribution from the GCR and ACR pressure gradients. The
shock compression ratio decreases with increasing shock distance, fromrs = 3.5
at RTS = 65 AU to 3.25 atRTS = 95 AU. The downstream galactic cosmic-ray
pressure is almost constant downstream of the TS (∼ 0.33 eV cm−3). The solar
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Figure 8.15.Gas pressurep and magnetic pressurepM as a function of heliocentric distance for a TS
located at 80 AU. The adiabatic pressure is shown for comparison (Banaszkiewicz and Ziemkiewicz,
1997.)

wind and magnetic pressure corresponding to the parameters of Figure 8.14 and
a TS at 80 AU are shown in Figure 8.15. It is evident that the pickup ion pres-
sure dominates that of the magnetic field in the upstream region and immediately
downstream of the termination shock. The sum of the two pressures balances that
of the LISM approximately. The Axford–Cranfill amplification of the magnetic
field leads eventually to a plasma beta satisfyingβp < 1 in the heliosheath.

In choosing the termination shock location, Banaszkiewicz and Ziemkiewicz
(1997) assume that the enhanced polar ram pressure (compared to that in the eclip-
tic) will place the shock in the interval 80–120 AU. The radial solar wind velocity
and radial GCR and ACR pressures of the polar model are displayed in Figure 8.16.
The polar models are sensitive to assumptions about the magnitude ofκA, and
downstream ACR pressures can differ by a factor of 5 for a 25% change inκA. The
strong deceleration of the solar wind between 80 and 120 AU is a consequence of
the large ACR pressure gradient. This leads to the possibility of a very weak TS for
the more distant location, e.g.,rs ' 1.7 andRTS = 120 AU. However, the entire
region dominated by the ACR pressure, i.e., where the strong decrease in solar
wind speed occurs, should be thought of as forming the precursor of a cosmic-ray
mediated termination shock.
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Figure 8.16.As with Figure 8.14 but now forε values of 0, 0.07, and≥ 0.15 (Banaszkiewicz and
Ziemkiewicz, 1997.)

The results of Ziemkiewicz and Banaszkiewicz (1996) and Banaszkiewicz and
Ziemkiewicz (1997) are interesting from several perspectives. It provides one of
the more detailed analyses of the termination shock structure problem. However,
it is unclear, for example, why the polar solar wind models should be so sensitive
to assumptions about the diffusion coefficients. Such a sensitivity leads to ACR
production rates which can vary widely and to ACR pressures which can be much
smaller or larger than the GCR pressure. Thus, although Figures 8.14 and 8.16
indicate that for most TS locations, the GCR pressure is larger than the ACR pres-
sure at the TS, it remains unclear which component provides the basic dissipation
mechanism at the shock. Also, it is unclear whether the singular nature of the flow
for smaller diffusion coefficients indicates that the flow is time dependent. Alterna-
tively, it is possible that the radial form of the (hydrodynamic) diffusion coefficient
needs revision. These, and other, intriguing issues raised by Banaszkiewicz and
Ziemkiewicz (1997) suggest that we are far from a full understanding of the role
that ACRs play in determining the dynamics of the outer solar wind and termination
shock.
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8.2.4. Stability of the Termination Shock
Although the analysis so far has focussed on the steady-state structure of the termi-
nation shock, it was recognized by Drury and Falle (1986) and Zank and McKenzie
(1987) that the cosmic-ray mediated shock precursor could be driven unstable by
backward propagating compressive waves with length scales shorter than that of the
cosmic-ray diffusion length scaleκ/Vsh. This work has been extended considerably
in several directions (see Webb et al., 1997, 1998 and references therein).

Short-wavelength modes admitted by the two-fluid description (217)–(220) are
decoupled from the cosmic-ray gas and propagate at the thermal sound speed
(appropriately modified to include injection). In the presence of a large-scale ener-
getic particle gradient (effectively the precursor of the energetic particle modified
shock), the dynamical time scale associated with the short wavelength waves is
much shorter than that associated with energetic particle diffusion, consequently
κ∇pc is approximately constant as far as the short wavelength acoustic modes are
concerned. Thus, the∇pc term in the total momentum equation (219) assumes
the role of an effective ‘gravity’ in the stratified fluid (the shock) and introduces a
local acceleration proportional to(κρ)−1. Unless(κρ)−1 is constant, small density
fluctuations will induce velocity fluctuations which can amplify the original density
fluctuations in a variety of ways. It transpires that a good analogy can be drawn
between the stability properties of stratified fluids and those of energetic particle
modified shocks (Zank et al., 1990).

For a one dimensional shock problem, the evolution of the wave actionA ≡
ρ0u

2
1/ω

′ (ρ0 the background inhomogeneous density profile,u1 the fluctuation
about the inhomogeneous background velocity field andω′ the Doppler shifted
frequency of the short wavelength acoustic mode) for the acoustic mode can be
written as
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(233)

The definitionsC2
s ≡ γgpg0/ρ0 ·

[
1− (γg − 1)/γg · α/pg0

]
, C2

s ≡ γcpc0/ρ0 ·[
1+ (γc − 1)/γc · α/pc0

]
andM0 ≡ u0/Cs have been used in (233) and represent

the appropriate form for the ‘sound speeds’ in a two-fluid injection model (Sec-
tion 8.2.1). From (233), it is apparent that forward propagating modes are unstable
provided the background flow is sufficiently supersonic and decelerating. Observe
from (233) that if the thermal background gas is cold (and so the gas pressure
restoring forces are absent andM0 → ∞), then the instability assumes its maxi-
mum growth rate. However, in the cold gas limit, the cosmic-ray mediated shock
is smoothed completely, having no subshock, yet is the most unstable to acoustic
perturbations. The instability has been suggested as a mechanism for heating the
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Figure 8.17.The amplification of an acoustic wave train as it convects through the cosmic ray
foreshock. The background steady-state termination shock profile has been subtracted in order to
illustrate the amplification more clearly. In the units used, the subshock location is approximated
x = 7.62 (Donohue and Zank, 1993.)

thermal population in the foreshock region of a cosmic-ray mediated shock (Zank
et al., 1990; Chalov, 1990).

To illustrate the ‘squeezing’ instability described by (233), Donohue and Zank
(1993) propagated a small amplitude short wavelength wave into a steady-state
cosmic-ray modified termination shock. Figure 8.17(a) illustrates the growth in
density fluctuations as the wave propagates through the shock (after the background
mediated shock has been subtracted out in order to illustrate the wave amplification
more clearly). Although the initial upstream wave amplitude was only 0.1 in the
normalized units, the corresponding amplification can be as much as 7–8 times
that. It should be noted that the acoustic perturbations are damped in a background
cosmic-ray fluid (via the dissipation term∼ C2

s /κ in (233)), so that wave ampli-
fication exceeding the shock compression is a clear indication of unstable growth.
The instability appears to be relatively minor effect at a cosmic-ray mediated termi-
nation shock, at least for the parameters considered by Donohue and Zank (1993).
For more strongly cosmic-ray mediated shocks, we can expect to see the smoothed
structure almost completely eradicated by the instability (Ryu et al., 1993). The
associated fluctuations in the velocity fieldu are illustrated on Figure 8.17(b).

Although multi-dimensional effects are not discussed here in any detail, we
describe some properties of the instabilities present in a 2D cosmic-ray mediated
shock which are of particular interest to the termination region. By including the
off-diagonal terms in the multi-dimensional diffusion tensor describing cosmic-ray
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transport, several unstable wave modes can be found which have no 1D analogue
(Zank et al., 1990, Table I; Chalov, 1990) and these depend critically on the strength
of the particle scattering. Of particular interest for quasi-perpendicular shocks is
the so-called ‘drift instability’ of Zank et al. (1990) since this unstable mode prop-
agates orthogonally to both the plasma velocity and the magnetic field vectors.
When the sun is in a state of positive polarity (i.e.,A > 0), the unstable wave modes
propagate away from the equatorial plane whereas when the polarity reverses (as
it did during the mid 1980’s) (A < 0), the direction of wave propagation reverses.
Thus, the solar wind plasma in the vicinity of the equatorial plane is likely to be
significantly more disturbed during theA < 0 phase than during that of theA > 0
cycle. It also follows from the general instability analysis [Zank et al., 1990] that
the cosmic-ray diffusion coefficient should be smaller in the neighbourhood of the
equatorial region during theA < 0 polarity phase. One implication of a reduced
diffusion coefficient, assuming that the acceleration of the anomalous component
occurs mainly near the equatorial region, is that a shift in the anomalous cosmic-ray
intensity peak towards higher energies should occur whenever the polarity reverses
from anA > 0 cycle to aA < 0 cycle. This shift in the peak of the anomalous
cosmic-ray intensity reflects the enhanced efficiency of cosmic-ray acceleration
associated with a smaller diffusion coefficient (see Jokipii, 1992).

8.2.5. Termination Shock Structure: Kinetic Cosmic-Ray Model
The hydrodynamic models described above have been extended by solving the
cosmic-ray transport equation (211) directly instead of using moments and clo-
sure assumptions to obtain a reduced description (LeRoux and Ptuskin, 1995a,
b; LeRoux and Fichtner, 1997). Such an approach offers several advantages over
the simpler hydrodynamic models in that (i) closure assumptions aboutγc can
be avoided; (ii) one does not need to use an averaged hydrodynamical form of
the cosmic-ray diffusion tensor, and (iii) calculated cosmic-ray spectra can be
compared directly with observed modulated cosmic-ray spectra.

The model considered by LeRoux and Fichtner (1997) consists of the spher-
ically symmetric equations (218)–(219), together with pickup ion source terms,
i.e.,
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Figure 8.18.Solar wind speed (normalized to 400 km s−1) as a function of heliocentric distance in
the upwind direction. The dashed curve is a reference solution which includes pickup ions whereas
the solid solution contains both pickup ions and ACRs. The top panel corresponds to the low injection
efficiency solutionη = 3×10−4 and the lower panel to the high injection efficiency solationη = 0.9.
The solid triangles identify the subshock (LeRoux and Fichtner, 1997.)

The solar wind protons, electrons and pickup ions are assumed to be a single fluid
while both ACRs and GCRs form a second (massless) fluid. The presence of the
Heaviside step functionsH in (236) results from the assumption that the energy
loss rate is dominated by flow energy upstream and thermal energy downstream of
the termination shock. The parameterα is given by (215) and models the energy
gain or loss of the background fluid when ion transfer occurs between the pickup
ions and ACRs.

To close the model equations (234)–(236), LeRoux and Fichtner (1997) use the
spherically-symmetric cosmic-ray transport equation

∂f

∂t
+ u∂f

∂r
− 1

r2

∂

∂r

(
r2κrr

∂f
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)
− 1

3r2

∂

∂r

(
r2u

)
p
∂f

∂p
= ηQPI , (237)

whereQPI = π/4NνCEδ(p− pinj)/p
2
inj is a source term for newly ionized isotrop-

ically distributed pickup ions andη denotes the injection efficiency for pickup ions
to be shock accelerated at the termination shock. This source term needs to be
interpreted carefully since the parameterα already describes the injection process
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Figure 8.19.Solar wind ram (dashed line), thermal (dash-dot) and ACR (solid) pressure profiles in
eV cm−3 for the low (top panel) and high (bottom panel) efficiency solutions (LeRoux and Fichtner,
1997.)

in the solar wind.QPI, in the absence of pickup ion energization in the solar wind,
is only non-zero at the TS and can be thought of as corresponding to a jump inα

at the subshock. Equation (237) is used to evaluate the total cosmic-ray (ACR and
GCR) pressure in (234)–(236) for momentap > mu.

A phenomenological model for the radial diffusion coefficient is assumed, with
λ‖ = dRL for some parameterd (= 56). The parameters were chosen to match
solar wind cosmic-ray proton spectra obtained during the 1987 solar minimum.
This gives

κrr = κ‖ cos29 + κ⊥ sin29 , (238)

κ‖ = κ0β (R/R0) (B0/B) , κ⊥ = bκ‖
1+ d2

,

whereκ0 = d · 6× 1020 cm2s−1, rigidity R0 = 1 GV,B0 = 5 nT, andb = 47.
LeRoux and Fichtner (1997) integrate equations (234)–(238) numerically for

several models. Following their analysis, we consider first the role of anomalous
cosmic-rays and neglect the galactic cosmic-ray population. Illustrated in Fig-
ure 8.18 are two models which include the injection and acceleration of some
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Figure 8.20. Combined pickup ion and ACR differential intensities in particles m−2 s−1

srad−1 MeV−1 as a function of kinetic energy in GeV in the upwind direction for the low (top)
and high (bottom) efficiency solutions. The distance at which the spectra are determined appears as
a label on the curve. 76 AU is just downstream of the TS (LeRoux and Fichtner, 1997.)

fraction of the pickup ion population to ACR energies once they cross a threshold
momentumpinj = mu. Both the low (η = 3 × 10−4) and the high (η = 0.9)
injection efficiency solutions show that the TS is pushed out by the ACR pressure
gradient (1.9–2.7 AU displacement). The high efficiency model yields a termi-
nation shock possessing a large (∼ 4 AU) precursor, with a significantly weaker
subshock (rs ∼ 1.6) than a corresponding model without ACRs. The ACR and
solar wind pressure gradients are shown in Figure 8.19, and these show quite graph-
ically the reason for the existence of a strongly mediated cosmic-ray termination
shock in the case of high injection efficiency.

The ACR spectra at different radial distances are plotted in Figure 8.20 for the
high and low injection models and the intensity levels between the two models
are quite different. For the weakly mediated TS, the accelerated ACR spectrum is
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Figure 8.21.Solar wind speed (normalized to 400 km s−1) as a function of heliocentric distance in the
upwind direction. The dashed curve is a reference solution which includes pickup ions whereas the
solid solution contains pickup ions, ACRs and GCRs. The top panel corresponds to the low injection
efficiency solutionη = 3×10−4 and the lower panel to the high injection efficiency solutionη = 0.9.
The solid triangles identify the subshock (LeRoux and Fichtner, 1997.)

a power law in energy, reflecting particle acceleration at a relatively sharp termi-
nation shock. By contrast, the high injection model spectra exhibits a pronounced
concavity, indicative of less energetic ACRs experiencing only the subshock com-
pression (i.e., a steeper low energy spectrum) and the higher energy particles ex-
periencing the full mediated shock compression (i.e., a flatter spectrum at high
energies). Both sets of spectra roll over at approximately the same energy (∼
200 MeV) and intensity level. The rollover energy, determined by the condition
κ/u > RTS, is the same becauseκ is the same for both efficiencies. Thus, the spec-
tra at rollover energies are essentially independent of the detailed TS structure. That
intensity levels at the rollover energy are similar is a consequence of choosing the
two injection efficiencies. Within∼ 60 AU, the modulated spectra, because they
are determined largely by the properties of the spectral rollover, are very similar
for both injection efficiencies. At larger heliocentric distances, the two cosmic-ray
spectra have very different slopes and intensities. Thus, cosmic-ray measurements
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Figure 8.22.Solar wind ram (dashed line), thermal (dash-dot) and ACR-GCR (solid) pressure pro-
files in eV cm−3 for the low (top panel) and high (bottom panel) efficiency solutions (LeRoux and
Fichtner, 1997.)

being made currently by Voyager 1 may shed considerable light on the structure of
the TS and on cosmic ray injection efficiency.

LeRoux and Fichtner (1997) consider too the role of GCRs in determining
termination shock structure and location. The interstellar GCR pressure acts to
push the termination inward, thus counteracting the ACR pressure gradient. This
is illustrated in Figure 8.21. It is evident that GCRs contribute more strongly to
the formation of a precursor than ACRs and hence determine the basic length
scale. Nonetheless, pickup ions continue to play the primary role in determining
the overall compression ratio, although ACRs continue to reduce the subshock
strength significantly in the high injection model. The radial pressure profiles for
the various components are illustrated in Figure 8.22. For the low injection model,
GCR pressure dominates throughout the solar wind, whereas GCRs only dominate
upstream of the TS in the high injection model.

From the work of LeRoux and Fichtner (1997), it is unclear which of the two
models, high or low injection, is to be favoured. For the high injection model,
an extremely efficient injection mechanism needs to be identified. Finally, it is
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also unclear how strongly the rollover results depend on the simplified form of the
diffusion coefficients (238). As discussed in Section 7.1.4, modulation properties
can be effected by assumptions in the form ofκrr .

9. Interplanetary Disturbances and the Termination Shock

Although almost all the preceding discussion has focussed on the steady-state loca-
tion and structure of the termination shock, it is most unlikely that the termination
shock will be motionless. The solar wind exhibits temporal variations with fluc-
tuation amplitudes that can be substantial. The scales on which these fluctuations
vary range from minutes and less to the solar cycle period. Thus, as has been ob-
served by numerous authors (e.g., Barnes, 1993; Suess, 1993; Whang and Burlaga,
1993; Donohue and Zank, 1993), our first detection of the termination shock is
likely to occur as the shock sweeps in and over the Voyager 1, 2 spacecraft. The
first encounter is likely to be followed by successive outward and inward encoun-
ters. However, the response of the termination shock to interplanetary disturbances
is unlikely to be simple and a complicated compound structure of shocks, con-
tact/tangential discontinuities and rarefaction waves is likely to result (Story and
Zank, 1995, 1997; Ratkiewicz et al., 1996). It may therefore be very difficult to
identify conclusively which structure corresponds to the termination shock itself.
This difficulty can only be compounded with the inclusion of cosmic-rays and this
has interesting and important implications for the cosmic-ray mediated termination
shock (Donohue and Zank, 1993).

This section begins by considering shocks in the outer heliosphere and the
role played by pickup ions in determining their propagation characteristics. There-
after, the interaction of interplanetary disturbances with the termination shock is
addressed on the basis of gas dynamical, MHD, and two-fluid cosmic-ray models.

9.1. SHOCK PROPAGATION IN THE OUTER HELIOSPHERE: ROLE OF PICKUP

IONS

Whang (1991) has reviewed shock propagation beyond 1 AU in considerable de-
tail, and the results and conclusions described therein can be expected to remain
valid within the ionization cavity. However, since pickup ions dominate the internal
energy of the solar wind beyond the ionization cavity, we may expect the properties
of shocks propagating in the inner and outer heliosphere to be quite different.
The most obvious difference has to do with the sound speed. In the inner he-
liosphere, the temperatureT decreases as a power law (more or less adiabatically,
(e.g., Liu et al., 1995)), whereas in the outer heliosphere, if one were to include
the hot pickup ions, the temperature should increase with heliocentric distance
beyond the ionization cavity. Such a temperature increase cannot, unfortunately,
be measured directly by the plasma instruments on board the Voyager or Pioneer
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spacecraft, and indirect detection of pickup ions is only possible (Burlaga et al.,
1994). Theoretically, the sound speed, after initially decreasing, is expected to
increase significantly in the outer heliosphere. By regarding shocks as essentially
steepened sound waves, it is clear that (1) shock propagation speeds should be
higher in a pickup ion modified heliosphere compared to shocks propagating in
an ‘adiabatic’ wind; (2) the shock compression ratio (which depends on Mach
number) should decay more rapidly for a shock propagating in a PI mediated solar
wind than in an adiabatic wind, and (3) the forward-reverse shock formation and
propagation characteristics (i.e., corotating and merged interaction regions) will be
different for an adiabatic compared to a pickup ion modified heliosphere. Each of
these points has been developed and discussed by Zank and Pauls (1997) in the con-
text of gas dynamics. Extensions to MHD are awaited. Nonetheless, some insight
into the effect of the IMF is gained by setting the adiabatic index toγ = 2 in the
gas dynamic model since the equations of MHD for a magnetic field perpendicular
to the flow direction are isomorphic to the gas dynamic equations.

Zank and Pauls (1997) consider shock propagation in the context of the spheri-
cally symmetric, model equations
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where the photoionization of neutral hydrogen H has been neglected. The symbols
have their usual meanings. Zank and Pauls (1997) assume that the cold neutral
distribution (Axford, 1972; Vasyliunus and Siscoe, 1976)

nH(r) = nH∞ exp[−λ/r] , TH = TH∞ , uH = uH∞

is unchanged in the heliosphere. The subscript∞ refers to the boundary values
(the boundary being the termination shock), and the cold model is quite reasonable
provided one specifies appropriate boundary data. The specific source terms can
be found in the appendix of Pauls et al. (1995). The parameters used by Zank and
Pauls (1997) are standard:〈nσce〉 = 2.5 × 10−16 cm−5 for the charge exchange
cross-section,TH∞ = 104 K, and uH∞ = 20 km s−1. For a nominal value of
nH∞ = 0.1 cm−3 at the termination shock, this corresponds to a constant charge
exchange cross section ofσce = 2.5× 10−15 cm−2. Finally,λ = 4 AU is used.

The steady-state solution to equations (239)–(241) without the above parame-
ters is illustrated in Figure 4.2. Recall that this figure illustrates both an adiabatic
solar wind model and a solar wind mediated by pickup ions (solid lines). While
the density falls off essentially asr−2 for both models, considerable differences in
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the radial profiles for pressure, temperature, Mach number, and velocity exist, as
discussed in Section 4. Since the sound speedCs ∝

√
T , Figures 4.2(d) and 4.2(e)

suggest that very different propagation characteristics can be expected for waves in
either an adiabatic or pickup ion-mediated solar wind.

9.1.1. Shock Propagation: Theory
A nonlinear theory for the propagation of shocks in a solar wind whose density
decays quadratically with heliocentric distance, whose velocity is approximately
constant, and whose radial pressure/temperature corresponds to either an adiabatic
or pickup ion mediated profile was developed by Zank and Pauls (1997). The idea
behind their approach is that in a local frame of reference moving with the fluid
velocityu, the fluid variables change in accordance with linear theory. On the scale
of a pulse length, the disturbance will propagate along a tube whose undisturbed
cross sectionA0(x), sound speedC0(x), and densityρ0(x) vary gradually, where
x denotes the spatial or ‘radial’ coordinate.

Assume that there exist equilibrium solutions to (239)–(241) for whichp0 =
p0(x), ρ0 = ρ0(x), andu0 is constant (Figure 4.2), and write9 ≡ (ρ , p, u) as
9 = 90+9e. Then it follows that the gas dynamic momentum equation becomes

ρ

(
∂ue

∂t
+ ue ∂ue

∂x

)
= −∂pe

∂x
, (242)

whereue is the fluid velocity accelerated by the excess pressure (pe) gradient.
Note that in (242), the comoving framex = x − u0t has been introduced. We shall
henceforth neglect the bar for convenience, it being understood that we are in the
solar wind frame of reference. Similarly, the continuity equation may be expressed
in the comoving frame as

∂

∂t
(ρA)+ ∂

∂x
(ρAue) = 0 , (243)

and the equation for entropyS is
∂S

∂t
+ ue ∂S

∂x
= 0 . (244)

In (243),A denotes the cross-sectional area of a flux tube in the solar wind. Equa-
tions (243)–(244) can be used to describe wave and shock propagation analytically
in an inhomogeneous wind provided specific radial profiles forρ0 and T0 are
assumed.

Assuming that the variation in density over a cross section of the flux tube is
negligible (i.e.,ρ varies with radial distance only), suppose thatρ and the cross-
sectional areaA vary with the local excess pressurepe according to

ρ = ρ (pe , S) , A = A(pe , x) . (245)

These equations specify the compressibility of the fluid for a given entropyS and
the distensibility of the flux tube at a given location.

The linearized wave equation forpe is
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whereK(x) = A0/ (ρ0C0).
Under the assumption thatA0(x), ρ0(x), andC0(x) are slowly varying (and

henceK(x)), one may seek solutions to (246) of the form

pe = K−af (x ± C0t) . (247)

It follows that to leading order, (247) is a solution to (246) provided the ‘attenuation
index’ a satisfies
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Some simple results for linear waves propagating in both adiabatic and PI-
mediated solar winds are easily derived. Note first that for a spherically symmetric
wave propagating into a constant atmosphere (i.e., withA0(x) ∼ x2, ρ0(x), C0(x)

constant), one obtainsa = 1
2 and hence the well-known resultpe ∝ f (x ±C0t)/x

[Whitham, 1974]. Suppose now thatp0 ∝ ργ0 and that the density decays asx−2.
For general values ofγ , one finds thata = 2/(γ + 3) and thus for any wind,
pe ∝ f (x±C0t)/x

2. Thus, although the wave speeds can be different for either an
adiabatic or a pickup ion mediated solar wind, the attenuation experienced by the
wave in the comoving frame is independent of the model, provided the background
density decays quadratically.

As observed by Whitham (1974), it is often a good approximation to consider
the nonlinear evolution of simple waves when one wishes to study gas dynamic
shocks of moderate strength. For 1D gas dynamic simple waves propagating out-
ward in an expanding wind from an initial disturbance, the quantity propagated
forward unchanged is not nowpe but ratherpeKa (see (247)). It follows then that
peK

a satisfies the nonlinear wave equation[
∂
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] (
peK

a
) = 0 , (249)

and (249) is a general description for the nonlinear propagation of a simple wave in
an inhomogeneous flow with variable sound speed. By utilizing the approximation
ue ' pe/ρ0C0, and the definitions

w ≡ γ + 1

2

pe

ρ0C
3
0

, V (x) ≡ A−a0 ρa−1
0 Ca−3

0 ,

equation (249) then reduces to the well-known nonlinear wave equation (Zank and
Pauls, 1997)

∂F

∂ξ
+ F

∂F

∂X
= 0 , (250)
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whereF ≡ w/V . Equation (250) is a remarkably general description of wave and
shock propagation in a flux tube of arbitrary cross section in a wind of arbitrary
sound speed and density variation in the radial direction. Observe that the choice
of coordinates in (250) gives the radial rather than the temporal evolution of the
wave form since

X ≡
x∫

0

C−1
0 dx′ − t; ξ ≡

x∫
0

V (x′) dx′ ,

for γ ≥ 2
3, andX ≡ ∫∞

x
C−1

0 dx′ − t , ξ ≡ ∫∞
x
V (x′) dx′ for γ < 2

3.
Equation (250) is a well-known classical equation which has been studied ex-

tensively. Zank and Pauls (1997) use (250) to study analytically the evolution of
shocks (shock strength, velocity and density jumps, etc.) propagating in the outer
heliosphere. As discussed by Whitham (1974), an initial compression pulse (such
as generated by a piston moving into the fluid a certain distance and then coming to
rest again) will be distorted with distance, forming eventually a head shock wave
moving into the undisturbed fluid followed by a gradual decay (the rarefaction)
back into the ambient state. The asymptotic structure is a triangular pulse. Use
of Whitham’s ‘equal area’ law for shock waves (Whitham, 1956) applied to a
single compression pulse shows that the amplitude of the head shock wave decays
asymptotically as

δF ∼ (2P /ξ)1/2 , (251)

which is the familiar inverse-square-root law for the decay of shock wave strength
with ‘time’ ξ . HereP is the area of the initial pulse. Since the pulse length in-
creases asymptotically as(2ξ)1/2, the total wave energy in the shock pulse tends to
zero as(2P )3/2 /ξ1/2 and so the rate of decrease is proportional toξ−3/2.

Relation (251) can be expressed in terms of the velocity jumpδue as

δue ∼ δF

Kaρ0C0
. (252)

A similar simple scaling law for the evolution of the density jump at a propagating
shock can be derived. For a slowly varying background, the density satisfies
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= 0 . (253)

Sinceδue ' 2/(γ − 1)δC, linearization of (253) and adopting the co-moving
frame yields a differential relation between the (weak) density jump and velocity
jump,
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or, equivalently, withMsh ≡ δue/C0.
Assume thatA0(x) ∼ x2. For an adiabatic solar windρ0(x) ∼ x−2 andp0(x) ∝

ρ
γ

0 (1 < γ ≤ 2). HenceC0(x) ∼ x−(γ−1), a = 2/(γ + 3), and the shock front
evolves with increasing radial distancex according to

δue ∼ x−γ/2, Msh ∼ xγ/2−1, δρ ∼ xγ/2−3 . (255)

For a pickup ion mediated solar wind,ρ0(x) ∼ x−2 andT ∼ x beyond some 6 AU
(the extent of the ionization cavity). HenceC0 ∼ x1/2 and

δue ∼ x−1/4, Msh ∼ x−3/4, δρ ∼ x−11/4 . (256)

Recall that for aγ = 2 gas and a perpendicular (to the flow vector) magnetic
field geometry, the MHD equations and the gas dynamic equations are isomorphic
provided that the total pressure is interpreted as the sum of the magnetic and ther-
mal pressures. The choice ofγ = 2 therefore provides some idea of the shock
propagation characteristics when an interplanetary magnetic field is included. The
full MHD analysis has yet to be developed however.

From (255) and (256), we may conclude that (1) the velocity jump of a prop-
agating shock pulse decays much less rapidly for a PI-mediated solar wind than
for an adiabatic heliosphere (1< γ ≤ 2), and (2) the shock Mach number decays
faster in a pickup ion mediated heliosphere than in an adiabatic heliosphere.

The analytic results for the density jump scaling at a shock propagating in the
outer heliosphere show that (1) in an adiabatic heliosphere, the decay is inhibited
as γ increases (by the presence of a magnetic field, for example) and (2) that
the density jump decays faster in a pickup ion mediated heliosphere than for an
adiabatic heliosphere of any index (1< γ ≤ 2). Thus shock decay is controlled
and hastened in the outer heliosphere by pickup ions – that is, shocks propagating in
the outer heliosphere are weakened by the pickup ion component of the solar wind.
The decay laws (255) and (256) have been compared to simulations (Zank and
Pauls, 1997) and are found to be surprisingly accurate asymptotically, especially
for δρ.

9.1.2. Shock Propagation: Simulations
Shock propagation in an adiabatic solar wind has been well studied (see the reviews
by, e.g., Hundhausen, 1985, or Whang, 1991) and these results remain valid within
the ionization cavity. Consider now blast wave propagation beyond the ionization
cavity. Depicted in Figure 9.1 is a blast wave at an early time in the simulation, so
that the blast wave is well within the ionization cavity. One observes a forward or
head shock where the speed, density, pressure, and temperature increase abruptly,
followed by a density depletion (the radially expanding analogue of the 1-D gas dy-
namic contact discontinuity), and then a reverse shock propagating sunward while
convecting outward in the supersonic solar wind. Abrupt increases in the density,
pressure, and temperature occur at the reverse shock, and the overall velocity pro-
file resembles the well-knownN wave solution. For the adiabatic solar wind, the
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Figure 9.1.Example of a blast wave (generated at 1 AU) propagating within the ionization cavity. The
plasma parameters, as a function of radial distanceR, are plotted for (a) number density (cm−3); (b)
radial velocity (kilometers per second); (c) pressure (dyne/cm2); and (d) temperature (Kelvin) (Zank
and Pauls, 1997.)

N wave structure does not change structurally with radial distance, experiencing
only broadening and damping.

Shortly after the heliospheric radial temperature profile (Figure 4.2(d)) changes
from adiabatic to pickup ion dominated in the pickup ion heliosphere model, shock
propagation characteristics change dramatically. The shock speed is seen to in-
crease and the existing forward and reverse shocks separate faster than they would
in an adiabatic model. The adiabatic (dashed line) and the PI-mediated (solid line)
shocks are plotted in Figure 9.2. The shocks, which had identical initial conditions
for both model heliospheres, have propagated for an identical time. The propaga-
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Figure 9.2.Dashed and solid lines illustrate blast wave propagation in an adiabatic and a PI-mediated
solar wind, respectively, both taken at identical times and for which identical initial conditions were
used. See text for details. (a) Number density; (b) radial velocity; (c) pressure; (d) temperature, and
(e) Mach number, all as a function of heliocentric radiusR (Zank and Pauls, 1997.)
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tion speed of both the forward and reverse shocks in the pickup ion mediated wind
is higher than that of their adiabatic counterparts. When the propagating shocks en-
counter the boundary of the ionization cavity where the temperature increases, the
shocks bounding theN wave accelerate apart. The originalN wave now splits into
a double forward-reverse shock pair: two adjacent forward shocks and two adjacent
reverse shocks. This split is illustrated clearly in Figures 9.3(a) and 9.3(b), where
the arrows indicate the shock propagation direction. Much more density structure
results from this dynamical change too, generally of rather small amplitude. Such a
splitting of the original gas dynamic forward shock into two forward shocks, with
an analogous splitting of the original reverse shock, is quite distinct from blast wave
evolution in an adiabatic heliosphere. As the blast wave continues to propagate
through the pickup ion mediated heliosphere, no new structure is generated, and
the double N wave simply broadens while decaying.

Zank and Pauls (1997) suggest several possible tests for determining whether
interplanetary shock properties are changed by the presence of pickup ions in the
outer heliosphere. These might be (1) structural, such as the existence of forward
(or reverse) shock pairs beyond the ionization cavity; and (2) statistical, since
the correlation of velocity and density jumps within and without the ionization
cavity will be different. The velocity jump for shocks in the pickup ion mediated
heliosphere decays more slowly with radial distance than its counterpart in the
adiabatic wind. Accordingly, one should see at least as much velocity structure,
and perhaps more because of the splitting effect described above, in the outer
heliosphere as in the inner regions. The density jump, should, however, decay much
more rapidly in the pickup ion mediated heliosphere than in the adiabatic wind. The
large density depletions and enhancements characteristic of the adiabatic model
are much smaller when pickup ions are included in the solar wind, and the solar
wind density profile should tend towards a more uniform state with only small-
scale structure present. Thus pickup ions in the outer heliosphere should leave
the velocity fluctuations with characteristics relatively similar to those observed in
the inner regions but the density fluctuations, which might be strongly associated
with shocks in the inner heliosphere, should no longer correlate very well with
velocity jumps in the outer heliosphere, thanks to both an increased decay rate with
heliocentric distance and to the generation of new density structure during shock
‘splitting.’ Such a prediction is quite at variance with the expectations of either gas
dynamic or MHD (e.g., Whang, 1991) heliospheric models.

Zank and Pauls (1997) explore several other 1D initial conditions besides those
appropriate to blast wave propagation. Only one additional case is described here,
that of stream-driven shocks. To model the formation of shocks driven by high-
speed, low-density, high-temperature streams, Zank and Pauls introduce a square
pulse in velocity at the left boundary (from 400 to 800 km s−1 for 39.6 hours)
while decreasing the density from 10 to 2 cm−3 and increasing the temperature
from 5× 104 to 20× 104 K. This example is particularly interesting since it illus-
trates how very different shock formation and propagation can be in a pickup ion
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Figure 9.3.Examples depicting the radial evolution of the compound shock wave structure generated
by the interaction of streams (case 3) in an adiabatic solar wind (γ = 5

3). (a) 7–11 AU, (b) 22–
28 AU, and (c) 28–36 AU. See text for details (Zank and Pauls, 1997.)

mediated heliosphere compared to an adiabatic model. The adiabatic heliospheric
case is illustrated in Figure 9.3. By∼11 AU (Figure 9.3(a)), a strong forward
shock (fs1) propagates into the undisturbed solar wind, the head shock possessing
the characteristic triangular structure of a shock with an attached rarefaction. A
second forward shock (fs2) trails the head shock. Finally, a reverse shock (rs) and
attached rarefaction propagate into the shocked solar wind, and a density depletion
(analogous to a contact discontinuity) separates the reverse and second forward
shock. The region between the two forward shocks consists of a rarefaction (at-
tached to the head shock) and a region of accelerating flow. In Figure 9.3(b), the
three shocks that were present at∼11 AU are still present although damped and
further separated from each other. This trend continues essentially unchanged with
increasing heliocentric distance, as illustrated in Figure 9.3(c). The leading or head
shock closely resembles the structure of the blast wave solutions discussed above,
especially in the velocity. Large density depletions are associated with the trailing
shock pair and large density enhancements are associated with the head shock.

Consider now Figure 9.4 in which the evolution of the initially square pulse
used in Figure 9.3 is illustrated, this time for a pickup ion mediated solar wind.
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Figure 9.4(a) depicts the solar wind variables at a time identical to that of Fig-
ure 9.3(a). The reverse shock rs and weak forward shock fs2 of the adiabatic case
are present in the pickup ion mediated case, but some differences in the velocity
and pressure profiles are apparent. Some time later (Figure 9.4(b)), the reverse
shock has virtually disappeared, and a large velocity pulse, bounded by the weak
fs2 and rs has formed. Figure 9.4(c) and Figure 9.3(b) are for identical times, and
the structures are seen to differ significantly in the region trailing the head shock.
The head shock fs1 of the PI heliosphere is almost perfectly triangular, has propa-
gated a little further than its adiabatic counterpart and is weaker. The other initial
forward shock fs2 is now much weaker and the initial reverse shock rs has almost
disappeared. The trailing velocity pulse, in the region of its maximum amplitude,
has steepened sufficiently to break with the subsequent formation of a new reverse
shock rs′. Thus, by some 36 AU, the initially square pulse representation of a high-
speed stream has evolved asymptotically to a double forward- reverse shock pair,
very similar structurally to the evolved blast wave structure of Figure 9.2 for the
pickup ion mediated heliosphere example.

A basic conclusion to emerge from the Zank and Pauls (1997) study is that
interplanetary shock propagation in the outer heliosphere needs to be revisited. The
transition from an inner heliosphere (the ionization cavity) to an outer heliosphere
dominated by pickup ions leads to dynamical changes in shock evolution. Addi-
tional structure can be generated, and the damping/attenuation properties of shocks
change. The variation in density fluctuations is not likely to be as well correlated
with velocity fluctuation variation in the outer heliosphere as in the inner.

Whang et al. (1995) did not present as detailed an analysis of shock propagation
in a pickup ion mediated heliosphere, but they did consider briefly the propagation
of a GMIR (a global merged interaction region). They noted that pickup ions in-
creased the temperature, and hence sound speed, so leading to a reduction in Mach
number and hence a weakening of the associated shock wave.

9.2. RESPONSE OF THE TERMINATION SHOCK TO INTERPLANETARY

DISTURBANCES: GAS DYNAMICS

Fluctuations in the dynamical pressure of the solar wind result from the presence
of interplanetary shock waves or density irregularities. The termination shock re-
sponds to collisions with, for example, interplanetary shock waves, by being set
into motion. Besides the possibility that the termination shock may pass across a
spacecraft several times in the far outer heliosphere, it is not obvious that the result-
ing structure will identified easily as the termination shock. To properly understand
the dynamical response of the termination shock to interplanetary disturbances
would require a fully 3D magnetized multi-fluid model (in which the solar wind
plasma, pickup ions, interstellar neutrals, and both anomalous and galactic cosmic-
rays are treated distinctly). To date, however, this has not been attempted although
individual aspects of this program have been considered.
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Since a global model is difficult to implement for many problems, one is forced
to make certain simplifying assumptions. We are interested in the interaction of the
termination shock with interplanetary disturbances and not the complete interaction
of the solar wind with the LISM. For this reason, it is assumed typically that the
termination shock is stationary with a given strength. In this way, discussion of
the heliopause and bow interaction is avoided, and only the states upstream and
downstream of the 1D termination shock are considered.

9.2.1. Analytic Models
Several analytic and quasi-analytic models have been introduced to study the re-
sponse of the heliospheric termination shock to interplanetary disturbances. These
fall into two categories. The first uses a kinematic model of solar wind temporal
disturbances and then calculates the variation in the termination shock location
RTS assuming pressure balance between the solar wind and LISM (Seuss, 1990;
Belcher et al., 1993). Alternatively, one may analyse the 1D motion of the termi-
nation shock using the appropriate Rankine–Hugoniot conditions to determine the
post-interaction velocities of the termination shock and the incident disturbance
(Barnes, 1993; Naidu and Barnes, 1994a).

Within the termination shock, the solar wind ram pressure essentially balances
the LISM pressure, thus

ρ0u
2/R2

TS ' pLISM , (257)

whereρ0 is the solar wind density at 1 AU. Hence,

RTS ∝ ρ1/2
0 u , (258)

indicating that the TS locationRTS responds more strongly to fluctuations in ve-
locity than in density. Seuss (1990) and Belcher et al. (1993) use (257) to calculate
the kinematic variation ofRTS in response to interplanetary disturbances. Shown
in Figure 9.5 are one day averages of solar wind speed and density as a function of
time, taken from Voyager 2 observations. The instantaneous response of the shock
is illustrated in Figure 9.6. Clearly, the quasi-static estimate of the TS distance
RTS in response to solar wind fluctuations is unreasonable, requiring on occasion
relativistic termination shock motions. Belcher et al. (1993) therefore impose an
upper limit of 200 km s−1 on the speed of the TS, either inward or outward. Three
quite different initial starting starting times are chosen for the kinematic model
of Belcher et al., corresponding to the dashed, dash-dot, and solid lines plotted in
Figure 9.6. All three models converge asymptotically to a similar value ofRTS in
the middle of 1993. Based on the simplified analysis, maximum termination shock
excursions of∼ 27 AU are found to occur. Seuss (1993) arrived at a similar result
based on a slightly more sophisticated kinematic model which allowed the TS to
accelerate and decelerate.

While the kinematic models evidently suggest that the termination shock is
likely to move possibly substantial distances in response to temporal variations
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Figure 9.5.One-day averages of solar wind density and speed versus time, from January 3, 1990 to
June 30, 1993 (Belcher et al., 1993.)

Figure 9.6.Distance to the TS as a function of time, from January 3, 1990 to June 30, 1993, based on
an instantaneous response of the shock to variations in ram pressure. Also shown, as smooth curves,
are the positions of the shock based on model calculations described in the text (Belcher et al., 1993.)



SOLAR WIND-LISM INTERACTION 641

Figure 9.7.(a) Schematic representation in thex − t plane of the interaction of an upstream contact
discontinuityC0 with the termination shockS0 whenρ1 > ρu. After the interaction, two outwardly
propagating shock wavesS1 andS2 result, separated by a contact discontinuityC1. (b) The same
but now forρ1 < ρu. After the collision, there is a single inwardly propagating shock, a contact
discontinuity and a simple wave rarefactionR propagating into the heliosheath (Barnes, 1993.)

in the solar wind, such an approach is clearly extremely limited. Barnes (1993)
has considered the response of the TS to solar wind density variations (specifically
a contact discontinuity), and has extended this to incident interplanetary shocks
(Naidu and Barnes, 1994a). In view of (258), we shall follow the analysis of Naidu
and Barnes (1994a), although the contact discontinuity results presented by Barnes
(1993) are very similar.

Consider an initially stationary termination shockS0 (a reverse shock) and
let Si represent an interplanetary forward or reverse shock. Letρu, uu, pu and
C2
u = γpu/ρu denote the fluid variables upstream ofS0, and letρs, us , ps andC2

s

represent the corresponding downstream variables. LetMu0 ≡ uu/Cu be the Mach
number upstream ofS0 andMui the Mach number upstream ofSi. Clearly,Mui > 1
for a forward shock andMui < 1 for a reverse shock. Let the dynamical variables
upstream ofSi be distinguished by the subscript 1.

From characteristic theory, one can infer the post-interaction state (Barnes,
1993). In the stationary frame of the TS, the interplanetary shock or contact dis-
continuity and TS collide at some timet . Thereafter, depending on the ratioρ1/ρu

(
<
> 1), one has the following possibilities (illustrated graphically in Figure 9.7). (1)
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Figure 9.8.Schematic representation of the post-interaction geometry for a reference frame in which
the far-downstream gas (at the right of the diagram) is at rest. Arrows indicate the propagation
direction of shocks, contact discontinuities and rarefaction fronts. (a) Conditionρ1 > ρu. Region 1
contains the unshocked solar wind gas, which passes through the shockS1 into region 2. Region 2 is
separated from region 3 by the contact discontinuityC1. The shockS2 propagates into the heliosheath
region. (b) Conditionρ1 < ρu. The transition between regions 3 and 4 is now accomplished by a
rarefactionR rather than a shock (Barnes, 1993.)

If ρ1/ρu > 1, then the post-collision state consists of two outwardly moving shock
waves separated by a contact discontinuity. The left shockS1 corresponds to the
displaced strong TS and the right shockS2 is the transmitted shock propagating
into the subsonic heliosheath. (2) Ifρ1/ρu < 1, the the termination shockS1

moves inward while a simple wave rarefactionR propagates into the subsonic
flow. Again, a contact discontinuity separates the two states. Possibilities (1) and
(2) are shown schematically in Figure 9.8.

A straightforward, if somewhat tedious, calculation allows one to determine the
post-shock speed ofS1. The final evaluation of the nonlinear algebraic equation
has to be done numerically. Plots of the TS velocityV1 as a function ofρ1/ρu for
variousMu0 values are illustrated in Figure 9.9. Also shown is the velocityV2 of the
second shockS2 (if ρ1/ρu > 1) or rarefaction (ifρ1/ρu < 1). Evidently, ifρ1 > ρu,
the TS moves outward, whereas forρ1 < ρu, the TS moves inward for reasonable
values ofMu0. The speed of the termination shock for this simple planar model
can be as much as 80–100 km s−1 for rather modest compression ratiosρ1/ρu.
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Figure 9.9.Plots ofV1 andV2 as functions ofρ1/ρu for γ = 5/3 andγ = 2. The velocities are
computed in the pre-interaction rest frame of the termination shock and scaled to the upstream solar
wind speed.V1 is the velocity of the post-interaction termination shockS1, andV2 the velocity of
either the rarefaction front (ifρ1 < ρu) or the transmitted shockS2 (if ρ1 > ρu) (Barnes, 1993.)

The speed of the emitted shock is predicted to be far larger. The results of Naidu
and Barnes (1994a) confirm the simpler analysis of Barnes (1993) in all essential
respects.

9.2.2. Numerical Simulations
Barnes (1993) and Naidu and Barnes (1994a) considered the interaction of a 1D
gas dynamic termination shock with interplanetary disturbances. Their work is pri-
marily analytic and, although quite valid, is limited to a relatively small number of
TS-solar wind interactions, beyond which the algebra becomes progressively more
complicated. Furthermore, they assume that the waves incident on the TS are per-
fect discontinuities, on either side of which are constant states. Such conditions are
unlikely to prevail in the solar wind. In addition, the results of Barnes are essentially
asymptotic in that they consider only the final state of the interaction. It is quite
likely that Voyager will encounter the TS during a collision with an interplanetary
disturbance. In this case, it will be necessary to understand the detailed structure
of the TS region as it evolves. This requires extending the work of Barnes to situ-
ations that are not tractable analytically, and for which numerical simulations are
necessary. In the context of gas dynamics, we discuss the work of Story and Zank
(1995), Ratkiewicz et al. (1996), and Steinolfson (1994). Story and Zank (1995)
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considered a planar 1D model, Ratkiewicz et al. (1996) a spherically symmetric
1D model, and Steinolfson (1994) a 2D model. The models are all based on the
single-fluid gas dynamic equations (239)–(241) i.e., without the source terms.

Story and Zank (1995) consider the interaction of a Mach 10 gas dynamic ter-
mination shock with an increased momentum flux, either in the form of a Gaussian-
shaped density pulse advecting into the TS or a Gaussian-shaped ‘shock’ colliding
with the TS. The result of both collisions is the production of two waves which
propagate downstream at different speeds. The first is a density spike, with no
variation in the pressure or velocity, which is convected downstream at the flow
speed. The second is an approximately triangular forward shock pulse leading the
density spike. The strength of the secondary shock decreases with time according
to the law (Landau and Lifshitz, 1979)

δv(t) = δv0√
1+ (1

2(γ + 1)δv0/`0
)
t

, (259)

whereδv(t) is the jump in velocity at the shock front,δv0 and`0 are the initial
velocity jump and width of the pulse, and the timet is measured from the initial
formation of the pulse. It is apparent from the functional form of Equation (259)
that for a givenδv0 and`0, the decay rate of the secondary shock increases with
increasing adiabatic index. Similarly, the ratioδv0/`0 also controls the secondary
shock decay rate.

As was discussed by Barnes (1993) originally, the reason for the similarity
between the two collisions described above is that it is the change in the total
upstream momentum flux,

5 ≡ p + 1
2ρu

2 , (260)

that is important, rather than the dynamic or thermal pressure alone. Story and Zank
(1995) describe the collision of the TS with both a density enhancement only (the
variation in5 due toρ only) and an incident shock (variation in thermal pressure,
velocity and density). They also discuss the role of different values ofγ (which
can affectp).

Following Story and Zank (1995), consider the collision of a square-shaped
density pulse with a Mach 10 termination shock. This allows the detailed dynamics
of the collision to be examined more easily. The various stages in the evolution are
illustrated in Figure 9.10. The first collision is ofcd2 with the TS, which results
in the production of a forward shockf s′ another contact discontinuitycd ′, and
another reverse shock, the once-modified termination shock TS′. This structure
propagates downstream untilcd1 collides with TS′. Since TS′ experiences a de-
crease in the upstream momentum flux, this collision results in a twice-modified
and nearly final termination shock TS′′, a rarefaction waver ′′, behind which trails a
contact discontinuitycd ′′. The rarefaction wave catches up with and modifiescd ′,
resulting inmcd ′′. The interaction ofr ′′ with cd ′ is actually more complicated than
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Figure 9.10.Density profiles for the collision of a square density pulse with a Mach 10 termination
shock. (a) The initial condition (solid line) and the evolved solution (dotted line). (b) Continued
evolution of the dotted line solution of (a). The dashed line is at an earlier time than the dot-dashed
line (Story and Zank, 1995.)

this, but the end result is apparent. Ther ′′ then chases and catchesf s′. Once the
rarefaction reachesf s′, the two waves merge into a triangular shock pulse, which
then decays. There are no significant differences between the square-pulse example
and a Gaussian density pulse. Both collisions result in the production of a density
spike and decaying forward shock pulse.

Shown in Figure 9.11 is the speed of the termination shockV (t) as a function
of time from the moment a Gaussian density pulse collides with the TS. In the
planar 1D simulation, the TS moves a distance of∼ 0.3 AU before coming to
rest again. The TS took∼ 17 days to stop moving, and had a peak velocity of
∼ 0.07 AU day−1 ' 120 km s−1. The initial compression accelerates the TS away
from the impinging pulse. Since the TS is now moving in the same direction as
the unshocked portion of the pulse, it takes longer to catch the TS, and so the
deceleration of the TS is more gradual than the acceleration. Consequently, the
V (t) profile of Figure 9.11 is asymmetric.

Dynamic pressure depletions, in the form of a pulse, colliding with the TS lead
asymptotically to an inverse density spike and a triangular shock (Story and Zank,
1995).
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Figure 9.11.Speed of the termination shock as a function of time starting from the point when a
Gaussian density pulse first impinges on the initially stationary Mach 10 TS. Hereγ = 5

3 (Story and
Zank, 1995.)

Figure 9.12.Density profile time sequence for the collision of a forward-reverse shock pair with
a Mach 10 termination shock, forγ = 5

3. In this example, the far upstream pressure and density
are greater than those initially immediately upstream of the then stationary TS. In all figures, the
sequence is from the solid to the dotted line, and from (a) to (d) (Story and Zank, 1995.)
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More interesting is the collision of a forward-reverse shock pair with the TS
(Story and Zank, 1995). Only one case is illustrated, shown in Figure 9.12. Such
collisions between the termination shock and compound structures are very com-
plex, and Figure 9.12 shows a time sequence of the interaction. There are three
primary collisions. First, the forward shockf s collides withT S, producing the
state depicted by the dotted line of Figure 9.12(a). This produces a modified termi-
nation shock TS′, a contact discontinuitycd ′, and a forward shockf s′, all moving
in a downstream direction. In the second primary collision,cd convects into TS′,
producingmf i′ (Figure 9.12(b)). In principle,mf i′ is composed of a forward shock
and contact discontinuity, although this is not easily seen in in Figure 9.12(b). The
dotted line solution in Figure 9.12(b) shows the shock portion ofmf i′ emerging
out of cd ′ after the two have interacted, and is labeledf s′′. In fact, the collision of
mf i′ with cd ′ should result in a forward shockf s′′, a contact discontinuity, and a
rarefaction. The rarefaction in this case propagates to the left in the frame off s′′
and is not seen because it quickly interacts with the various density structures in
the same region. Eventually,f s′′ merges withf s′, forming a single stronger shock
mf s, illustrated in Figure 9.12(c). Also shown in Figure 9.12(c) is the collision
of the reverse shockrs with TS′′. A collision of this type produces a modified
termination shock TS′′′, a contact discontinuity, and a rarefaction. The contact
discontinuity adds to the complicated density structure seen in Figure 9.12(c) (la-
belledds′′′), and the rarefactionr ′′′ propagates through all structures between it and
mf s. Eventually, of course, the rarefaction catches up withmf s (Figure 9.12(d),
where the remaining solution is not shown), yielding a damped triangular shock.
The net result of the complete interaction is a damped forward shock propagating
downstream, a very large density enhancement (∼ 16 times the incident solar wind
density), and a modification of the original termination shock strength and speed.

Ratkiewicz et al. (1996) extended the 1D planar studies described above by
considering interactions of interplanetary disturbances with the TS in the context
of a spherically symmetric 1D model. Such a model, while obviously not entirely
realistic, provides more insight into the manner in which the termination shock
equilibrates after a collision with an interplanetary disturbance. The model requires
an outer boundary (a proxy for the heliopause), which acts to reflect disturbances
transmitted through the termination shock back to TS. Multiple reflection of waves
between the outer boundary and the TS can set up an effective ‘ringing’ of the outer
heliosphere.

A steady-state spherically symmetric model is generated using an inner bound-
ary at 30 AU (n = 0.01 cm−3, u = 400 km s−1 andT = 9× 103 K) and an outer
boundary at 400 AU (by specifying a LISM pressurep∞).

Since a contact discontinuity colliding with the termination shock leads to a
qualitatively similar response as that of an incident shock wave, we discuss here the
former case only. Plate 9.1 illustrates the results of a density enhancement colliding
with the TS in a contour plot format, as a function of radial distance and time.
Contour intervals are the ratios with respect to the upstream solar wind parameters
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Plate 9.1.(a) Temperature and (b) pressure contour plots. Single density jump at the inner boundary ofρ2/ρ1 = 4. The outer boundary is located at 400 AU
(Ratkiewicz et al., 1996.)
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at 30 AU. After the interaction, two shock waves propagate outward – the displaced
TS and the emitted forward shock, with a contact discontinuity separating them.
Before the TS can settle into a new equilibrium, however, a reflected rarefaction
(from the outer boundary) collides with the TS, leading to further outward mo-
tion. A period of ‘bouncing’ occurs for the termination shock, with the oscillations
damping away as a new equilibrium is attained. That the wave reflected from the
outer boundary is a rarefaction is a consequence of assuming a fixed boundary
pressure and different boundary conditions may well yield different results. The
initial speeds of the perturbed TS and the emitted shock are consistent with the
analytical estimates of Barnes (1993).

The 2D response of the termination shock to solar wind disturbances has been
addressed by Steinolfson (1994) and Karmesin et al. (1995). The latter paper was
discussed briefly in Section 5.3.1 in the context of a variable solar wind ram pres-
sure. Steinolfson (1994) initiated large-scale velocity fluctuations at an inner
(10 AU) radial boundary for a one-shock model. The amplitude of the velocity
fluctuations was chosen to be 100 km s−1, with a solar wind speed that varied
between 200 and 400 km s−1 at the boundary with a periodicity of 180 days. The
TS oscillates at the same period in response to the variation in ram pressure and
the amplitude of the TS motion is∼ 1 AU. The amplitude of the downstream
oscillations is substantial (Figure 9.13) but these do not propagate through the
heliopause into the LISM apparently. Such displacements of the TS are far smaller
than predicted by the analytic models of Barnes (1993) and Naidu and Barnes
(1994a), but these estimates were based on step-like discontinuities. The distance
moved by the TS appears to more in accord with the shock pulse model interactions
described by Story and Zank (1995), where typical TS movements were∼ 0.5 AU.

9.3. RESPONSE OF THE TERMINATION SHOCK TO INTERPLANETARY

DISTURBANCES: MHD

The results of Section 9.2 have been extended to MHD, both analytically and nu-
merically. Since the results are not very different in their basic conclusions from
those of the gas dynamic models, and since the plasma beta is expected to be large
in the outer heliosphere, our discussion here is somewhat brief.

9.3.1. Analytic Models
MHD extensions to the analytic models described above have been presented by
Naidu and Barnes (1994b), while Baranov et al. (1996) considered a 2D MHD
model of the oblique interaction between an interplanetary shock and the TS.

Barnes (1993) observed that for the special case ofγ = 2, the MHD results
are isomorphic to the gas dynamic results for flows perpendicular to the mag-
netic field. Matters are, however, more complicated for other values ofγ . Naidu
and Barnes (1994b) consider the interaction of a tangential discontinuity with a
perpendicular termination shock. Considering only this simpler case is justifiable
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Figure 9.13.Spatial fluctuations in the density and flow speed along the poles (θ = 0◦, 180◦) at the
end of a 2D gas dynamic simulation (dashed lines) superimposed on the stationary equilibrium state
(solid lines) (Steinolfson, 1994.)

since, asymptotically, the post-interaction configuration depends primarily on the
dynamic pressure associated with the tangential discontinuity.

The Rankine–Hugoniot conditions for a perpendicular shock moving with ve-
locity Vsêx are
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[ρ (u− Vs)] = 0 ,[
ρ (u− Vs)2+ p + B2/2µ

] = 0 ,[(
1

2
ρ (u− Vs)2+ γ

γ − 1
p + B

2

2µ

)
(u− Vs)

]
= 0 ,

[B (u− Vs)] = 0 ,

(261)

where, as usual, the square brackets denote the jump across the shock. For the
tangential discontinuity, stationary in the solar wind frame, the jump conditions
are simply

[u] = 0 ,
[
p + B2/2µ

] = 0 . (262)

Suppose that the termination shockS0 is at rest initially, with a given upstream
state9u = (ρu, uu, pu, Bu) and far downstream state90. The incident tangential
discontinuityT0 is characterized by91. Figure 9.14 illustrates the two possible
configurations for the final state, and, as before, the primary factor determining
the final state is the ratioρ1/ρu (Barnes, 1993). Ifρ1/ρu > 1, then two outwardly
propagating shocks,S1 andS2, result, separated by a tangential discontinuityT1.
S1 is the new termination shock. If, however,ρ1/ρu < 1, then onlyS1, the new
termination shock, results and it propagates inward. A tangential discontinuityT1

and an MHD simple waveR propagate into the heliosheath. Since the magnetic
field is assumed to be transverse,R is a fast rarefaction wave. The post-interaction
geometry for the two possibilities is illustrated in Figure 9.15. The basic calculation
is outlined in Naidu and Barnes (1994b).

There are four free parameters in the analysis of Naidu and Barnes (1994b),
Mfu0 (the upstream fast magnetosonic Mach number),ρ1/ρu, βu, andβ1. For a
fixed Mach number and upstream plasma betaMfu0 andβu, Naidu and Barnes
(1994b) find that the variation in TS velocityV1 as a function ofρ1/ρu scarcely
depends on the value ofβ1, the change in the plasma beta across the tangential
discontinuity. Similarly, the same is true ofV1 whenMfu0 andβ1 are held fixed
andβu is varied. This suggests that termination shock motion may be relatively
insensitive to the pressure of pickup ions in the solar wind. By contrast, whenβu
andβ1 are held fixed andMfu0 is varied, much larger variations inV1 andV2 result.
This is illustrated in Figure 9.16.

The basic results of the Naidu and Barnes (1994b) analysis are very similar to
the simpler gas dynamic case, and the new termination shock attains speeds that
are typically∼ 100 km s−1. Thus, MHD, at least in a perpendicular geometry,
does not significantly change the response of the TS to upstream disturbances by
comparison with gas dynamic models.

For large, extended interplanetary shocks, the interaction with the termination
shock cannot be regarded as planar and the problem becomes at least 2D. Thus, one
needs to solve instead the more complicated shock interaction problem illustrated
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Figure 9.14.(a) Schematic representation in thex − t plane of the interaction of an upstream tan-
gential discontinuityT0 with the termination shockS0 whenρ1 > ρu. After the interaction, two
outwardly propagating shock wavesS1 andS2 result, separated by a tangential discontinuityT1. (b)
The same but now forρ1 < ρu. After the collision, there is a single inwardly propagating shock,
a tangential discontinuity and a simple wave rarefactionR propagating into the heliosheath (Naidu
and Barnes, 1994.)

in Figure 9.17. Barmin and Pushkar (1991) and Pushkar (1995) formulated an
analytical-numerical technique for solving the steady-state MHD equations subject
to the Rankine-Hugoniot conditions for an oblique shock. This approach was used
by Baranov et al. (1996) to examine the interaction of interplanetary disturbances
with the TS. The gas dynamic model of Baranov and Malama (1993) was used
to prescribe the TS geometry initially. The solution to the interaction problem is
determined by the dimensionless parameters

MTS, MIPS, β, θ, and ψTS ,

which denote the upstream solar wind Mach number (or TS Mach number), the
interplanetary shock Mach number, the plasma beta, the angle between the interact-
ing shock and the termination shock, and finally the angle between the TS and the
interplanetary magnetic field (Figure 9.17). Baranov et al. (1996) used the method
of Pushkar (1995) to solve a set of ordinary differential and algebraic equations for
the final MHD state.

Since the number of possible MHD waves is large, the final state after an in-
terplanetary shock and the TS collide can depend sensitively on the parameters
(263). For small anglesψTS < 40◦, Baranov et al. (1996) find that the collision of
a forward interplanetary shock with the TS yields no Alfvén discontinuities, and
that the flow corresponds to one of the following diagrams,

TS→ IPS←⇒IPS′← R−← C
S−→ TS′→; (264)

TS→ IPS←⇒IPS′← R−← C
R−→ TS′→ ; (265)
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Figure 9.15.Schematic representation of the post-interaction geometry for a reference frame in
which the far-downstream gas (at the right of the diagram) is at rest. Arrows indicate the propagation
direction of shocks, tangential discontinuities and rarefaction fronts. (a) Conditionρ1 > ρu. Region
1 contains the unshocked solar wind gas, which passes through the shockS1 into region 2. Region 2
is separated from region 3 by the tangential discontinuityT1. The weak shockS2 propagates into
the heliosheath region. (b) Conditionρ1 < ρu. The transition between regions 3 and 4 is now
accomplished by an MHD rarefaction waveR rather than a shock (Naidu and Barnes, 1994.)

TS→ IPS←⇒IPS′← S−← C
R−→ TS′→ ; (266)

TS→ IPS←⇒IPS′← S−← C
S−→ TS′→ . (267)

In (264)–(267), the arrows depict the direction of the wave motion with respect
to the solar wind (Figure 9.17(a)), the primes denote the post-interaction state,R±
denotes a fast/slow rarefaction, IPS an interplanetary shock, andS− andC denote
an MHD slow mode shock and a contact discontinuity respectively. The situation
(267) appears to occur rarely. Which of the remaining three cases occurs depends
on the value ofθ and the remaining parameters in a way that is not obvious.
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Figure 9.16.Plots ofV1/uu andV2/uu as a function ofρ1/ρu for various values ofM2
fu0 with

βu = 0.1 andβ1 = 10 (Naidu and Barnes, 1994.)

Figure 9.17.(a) Depiction of the 2D interaction of an interplanetary shock IPS colliding with the TS.
θ is the angle between the interacting shocks andψTS the angle between the TS and the IMF. (b)
The pattern of characteristics in the neighbourhood of the intersection point ofS+(TS) andS+(IPS)
(Baranov et al., 1996.)
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Figure 9.18.The plasma parameters and magnetic field strength behind the discontinuities generated
by the collision of of the TS with an interplanetary shock, usingMTS = 3.5,MIPS = 3, β = 1,
ψTS= 40◦, andγ = 5/3. The numbers on the curves correspond to the states in the sense illustrated
in Figure 9.17. All quantities have been normalized by the value of the corresponding parameter in
the undisturbed solar wind just upstream of the TS (Baranov et al., 1996.)

For large values ofψTS ≥∼ 65◦− ∼ 85◦, the post-interaction flow can include
Alfvén discontinuities. Six post-interaction states corresponding to the interaction
TS→ IPS← are now possible (Baranov et al., 1996). Shown in Figure 9.18 is an example
of the variation in the plasma beta with the angleθ for MTS = 3.5, MIPS = 3,
β = 1, andψTS = 40◦. No Alfvén discontinuities are present. The numbering

of the curves corresponds to the states behind the wave according to 1→ TS→,

2 →IPS′←, 4 →R−← or
S−←, 1′ →IPS←, 2′ →TS′→, and 4′ → R→ or

S−→. Curves 4 and 4′
represent the state at different sides of the contact discontinuityC. Hence, with
the exception of Figure 9.18(b), 4 and 4′ coincide since only the density changes
across a contact discontinuity. The Mach numbers and normalized (to the solar
wind speed) velocities of TS′ and IPS′ are shown in Figure 9.18(d).

Baranov et al. (1996) conclude with an exhaustive study of the variation of the
electron number density behind TS′, and the velocitiesVTS′ andVIPS′ as functions of
θ for various values of the parameters (263). Figure 9.19 shows the dimensionless
velocitiesVIPS′ (dashed-dotted lines) andVTS′ (dashed curves) as a function ofθ
for different values ofMIPS andMTS = 5.5, β = 1, andψTS = 0.



656 G. P. ZANK

Figure 9.19.The dimensionless velocities of the reflected interplanetary shock (VIPS′ , dash-dotted
lines) and the new termination shock (VTS′ , dashed lines) forMTS = 5.5, β = 1, ψTS = 0, and
γ = 5/3 (Baranov et al., 1996.)

9.3.2. Numerical Simulations
The response of an MHD termination shock to interplanetary disturbances has been
considered numerically by Whang and Burlaga (1993), Whang et al. (1995), and
Story and Zank (1997).

Whang and Burlaga (1993) and Whang et al. (1995) assume that the termination
shock is a perpendicular MHD shock, for which the Rankine–Hugoniot relations
are given by (261). The shock speedVs, an unknown variable, is therefore related
to the ratio of the jumps in mass flux and density, i.e.,

Vs = [ρu][ρ] =
ru2 − u1

r − 1
, (268)

wherer is the shock compression ratio. In the downstream region of the TS, Whang
et al. (1993, 1995) suggest that the gas dynamical Riemann invariants

J± = 2Cs
γ − 1

± u = const., (269)

provide a constraint (specificallyJ−) on the jump conditions at the termination
shock. The gas dynamic Riemann invariant is approximately valid downstream
since the plasma beta satisfiesβ � 1.
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Figure 9.20.Temporal variations of the shock distanceR in 1978–1991. The termination shock
location is anti-correlated with the sunspot number (Whang et al., 1995.)

On the basis of (261), (268) and (269), Whang et al. (1995) determine the
temporal variation in the TS speedVs and location in response to upstream in-
terplanetary disturbances. The results are plotted in Figure 9.20, together with
the sunspot number. Responding to upstream solar wind fluctuations, the termi-
nation shock is in motion on timescales greater than the solar rotation period. The
shock speedVs can have relatively large values but the absolute mean speed is
∼ 19 km s−1. The location of the TS is anti-correlated with sunspot number.

During the declining phase of the solar cycle, the solar wind has a relatively
high speed and the TS moves outward on average. The maximum heliocentric
distance of the TS from the sun occurs near solar maximum. Since the solar wind
has relatively low average speed during the rising phase of the solar cycle, the TS
moves inward on average during this period.

Finally, Whang et al. (1995) consider the interaction of a GMIR (a Global
Merged Interaction Region) with the termination shock and heliopause. The lead-
ing edge of the GMIR is a strong forward shock, followed by several large in-
creases in the solar wind velocity and magnetic field. Both the TS and transmitted
GMIR are weakened after the collision, and the plasma flow between the shocks is
separated by a tangential discontinuity.

The most detailed analysis of the MHD wave modes and shock structure gen-
erated by the interaction of the termination shock with interplanetary disturbances
has been presented by Story and Zank (1997). These authors use a 1D MHD nu-
merical model for both transverse and oblique shocks. The inclusion of a parallel
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Figure 9.21.Collision of aβu = 0.1,M2
fu
= 10 termination shock with a tangential discontinuity,

for which (a)β1 = 10 andρ1/ρu = 0.5 and (b)β1 = 10 andρ1/ρu = 3.0 (Story and Zank, 1997.)

magnetic field component can introduce slow-mode rarefactions and shocks as well
as the usual fast-mode waves (also Section 9.3.1). This work represents a direct
extension of the earlier gas dynamic simulations of Story and Zank (1995) to MHD.

Story and Zank (1997) consider both transverse and oblique MHD shocks for
the interaction of the TS with interplanetary disturbances. As in the gas dynamic
case, collisions in the transverse MHD limit result in the production of three waves:
a modified and moving TS, a tangential discontinuity (rather than a contact dis-
continuity, as in gas dynamics, for which[p + B2/2µ] = 0) and an additional
secondary wave, the latter of which propagates downstream and away from the TS.
The speeds of the resultant modified TS and ‘secondary wave’ are a function of the
strength of the incident disturbance. The secondary waves fall into two categories.
When the upstream total pressure5 ≡ ρu2+ P + B2/8π increases following the
collision, as in Figure 9.21(a), a forward shock wave results (f s′ in Figure 9.21(a)).
In the case that the upstream total pressure decreases after the collision, as in
Figure 9.21(b), a rarefaction wave results (r ′ in Figure 9.21(b)). The two cases
above are associated with anti-sunward and sunward movement of the final TS
respectively.

In Figure 9.22, a time sequence of density and magnetic field profiles which
result from the collision of an initially stationary TS (fast magnetosonic Mach
number of 6.85) and a contact discontinuity pulse of amplitudeρ1/ρu = 2 and
width 5 AU is shown (Story and Zank, 1997). The result of the collision between
the leading edge ofcd ′ with TS is qualitatively identical to the result of the collision
depicted in Figure 9.21(a) (solid line) and results in a once modified termination
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Figure 9.22.Time sequence of the collision of a contact discontinuity pulse with aMfu = 6.85
termination shock. The final consequence of the collision is an unmodified (in strength), but displaced
termination shock, a tangential discontinuity pulse which travels downstream at the flow speed and
a magnetized secondary triangular shock pulse (Story and Zank, 1997.)

shock TS′, a tangential contact discontinuitytd ′ and a forward shockf s′. The
second collision, between cd2 and TS′, is different from the first collision because
the total pressure upstream of TS′ decreases. Thus, in the absence of the wavestd ′
andf s′, the result of the second collision would be qualitatively identical to that
shown in Figure 9.21(b). This is in fact what occurs initially but shortly after the
second collision, the emitted rarefaction collides withtd ′ and is ‘refracted’ through.
The resultant modified rarefaction waver ′′ then chases and catches up withf s′.
Behind (sunward of)r ′′ is a rectangular ‘td pulse’ and a twice modified, stationary
and final termination shock, TS′′. TS′′ is at rest because the state of the solar wind
behind the incident contact discontinuity pulse is the same as that initially upstream
of the undisturbed and stationary TS. For times between the cd1-TS collision and
the cd2-TS′ collision, the speed of the TS is constant. During the intermediate
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Figure 9.23.Time rate of decay of the triangular shock pulse in Figure 9.22 (Story and Zank, 1997.)

period, the speed of the TS can be found from equation (268), which yields a value
of approximatelyV ' 0.04 AU day−1 ' 70 km s−1. For the 5 AU wide contact
discontinuity pulse in this example, the duration of the interaction (i.e., the period
of time during which the TS had a nonzero speed) was slightly less than 40 days.
The final termination shock TS′′ is displaced downstream approximately 1AU from
its original position. This displacement is proportional to the width of the pulse.
Thus, even though the width of the incident pulse was substantial, the resulting TS
movement was relatively small.

After the interaction of the rarefaction and the compound tangential discon-
tinuity, r ′′ pursues the forward shockf s′ and eventually catches it. Prior to the
interaction ofr ′′ andf s′′, the pressure and density levels behindf s′ do not change,
but once the leading edge ofr ′′ impinges upon thef s′′ interface, these variables
begin to decrease, since the rarefaction wave causes the shocked gas to accelerate
away from the downstream side off s′. The structure that forms is a triangular
shock pulse. The decay rate of the triangular pulse can be approximated using the
same approach described by Story and Zank (1995) for the gas dynamic case.

Story and Zank (1997) show that the triangular shock wave in the heliosheath
decays according to

δv(t) = δvi√
1+ (αvδvi)t , α0 ≡

c2
f 0+ γ c2

sd0+ 2c2
a0

2c2
f 0

, (270)

whereδvi is the initial velocity jump across fs′, the 0 subscript denotes the back-
ground state of the heliosheath plasma,Cf , Csd andCA the fast, gas dynamic, and
Alfvén speeds respectively.

Figure 9.23 is a comparison between the theoretical decay predicted by equation
(270) (solid line) and that from simulation (diamonds) (Story and Zank, 1997) and
shows good agreement. Subtracting the gas dynamic damping coefficientαgd =
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Figure 9.24.Time sequence of the collision between a Mach 6.85 termination shock and a forward
reverse shock pair (Story and Zank, 1997.)

1
2 (γ + 1) from (270), it follows thatαMHD > αgd if and only if γ < 2. Thus, for
γ = 5

3, transverse MHD shock pulses damp away faster than their gas dynamic
analogues.

The more realistic possibility of the interaction of a forward-reverse shock pair,
separated by a tangential discontinuity, with the TS is illustrated in Figure 9.24.
The initial state is shown in Figure 9.24(a). Figure 9.24(b) shows the interaction
just after td has collided with the once modified (byf s) termination shock, 49
days after the state shown in Figure 9.24(a), and just prior to the collision between
rs and the now twice modified termination shock, TS′′. At this point, the den-
sity has reached a level 11.5 times that initially and immediately upstream of the
pre-interaction TS. Figure 9.24(c) shows the final state except for the pursuit and
eventual damping off s′ by r ′′′. The final maximum density associated with the
complete profile is 10.5 times that initially and immediately upstream of the pre-
interaction TS. At this time, 125 days after time frame (a), the termination shock
has been displaced a total distance of 9 AU. However, this is due partially to the
nonzero final speed of TS′′′. The final termination shock speed is nonzero because
the final upstream state was not the same as the initial upstream state, resulting in
a non-stationary and anti-sunward moving termination shock, with a final speed of
vTS' 0.07 AU day−1.
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Figure 9.25.(a) Collision of a 60◦ oblique stationary termination shock (s) with a contact discon-
tinuity (d), across which the density increases and which is incident from upstream. (b) Collision
of a 60◦ oblique stationary termination shock (s) with a contact discontinuity (d), across which the
density decreases and which is incident from upstream (Story and Zank, 1997.)

As discussed earlier, the IMF in the outer heliosphere is oriented perpendicular
to the solar wind flow only on average and one should therefore consider oblique
shocks interacting with the termination shock as well. In Figure 9.25, the initial
condition (densities only, dashed line) and the result (solid lines) of a collision
between an oblique MHD TS (θBN = 60◦) and a contact discontinuity incident from
the upstream solar wind is shown. Figure 9.25(a) illustrates the case of a collision
with a contact discontinuity in which the upstream dynamic pressure (Pdyn≡ ρu2)
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increases and Figure 9.25(b) depicts the case in whichPdyn decreases. Except for
the contact discontinuity, the thermal pressurep varies in the same sense as the
density. The pressure remains constant across the contact–discontinuity. In both
examples, the magnetic field is completely coplanar, with the consequence that no
rotational discontinuities occur. The far left and far right states are connected by
five waves, which are, in order, a fast shockf s, a slow rarefactionsr, a contact
discontinuitycd, a slow shockss and a fast shockf s.

Figure 9.25 is interesting in that it suggests that slow mode waves may be gener-
ated at the TS and propagate in the heliosheath. Specifically, if the TS is sufficiently
oblique or if a wave with which it collides is sufficiently oblique, then the result of
the interaction includes two slow mode waves which propagate downstream of the
TS. Thus, not only might we expect to see slow mode waves generated in the inner
solar system (Whang, 1987), but also in the extreme outer heliosphere. Finally,
there is is no reason to rule out collisions between non-coplanar structures, which
give rise to rotational discontinuities and this too was discussed by Story and Zank
(1997).

9.4. RESPONSE OF THE TERMINATION SHOCK TO INTERPLANETARY

DISTURBANCES: COSMIC-RAY HYDRODYNAMICS

The termination shock is expected to be a site of anomalous cosmic-ray accelera-
tion (Section 7 and 8). In addition, galactic cosmic-rays of low energy might also
act to mediate the termination shock. Both ACRs and GCRs are likely to play a
basic role in determining the structure of the TS. Since the cosmic ray mediated
termination shock can reasonably be several tenths or more of an AU thick, it
would take several days for such structure to move past a spacecraft. Thus, obser-
vations of a cosmic-ray mediated TS might be quite unlike those that characterize
typical interplanetary shocks or planetary bow shocks. Two approaches have so
far been followed in investigating the response of a cosmic-ray mediated TS to
interplanetary disturbances. One is to suppose that the energization of ACRs at the
termination shock represents an energy sink in the Rankine–Hugoniot conditions,
i.e., energy is lost from the thermal solar wind to a massless cosmic-ray population
(Barnes, 1994; Ziemkiewicz, 1994). The second approach is to solve the cosmic-
ray shock structure equations dynamically as an interplanetary disturbance collides
with the TS (Donohue and Zank, 1993; Zank et al., 1994).

9.4.1. The Cosmic-Ray Modified Rankine–Hugoniot Conditions
Following Barnes (1994) and Ziemkiewicz (1994), we assume that some fraction
ε of the incident kinetic energy is used to accelerate cosmic-rays (note the simi-
larity between this approach and the injection models described in Section 7). The
modified gas dynamic Rankine-Hugoniot conditions are therefore

[ρu] = 0 ,
[
ρu2+ p] = 0 ,

[
1

2
ρu3+ γ

γ − 1
pu

]
= ε

2
ρ1u

2
1 . (271)



664 G. P. ZANK

In (271), the cosmic-rays are assumed to be massless (a reasonable assumption in
view of their very low number density) and it assumed that the cosmic-ray pressure
is continuous across the shock (this too is reasonable, given the large gyroradii of
energetic cosmic-rays).

The Rankine–Hugoniot conditions may be recast in the form

ρ2

ρ1
= u1

u2
= 0(ε , γ )+ 1

0(ε , γ )− 1
, (272)

0(ε , γ ) ≡ γ + [1+ ε(γ 2− 1)]1/2+ (1− ε)(γ − 1)

γ + [1+ ε(γ 2− 1)]1/2− (1− ε)(γ − 1)
,

if we assume thatp1 = 0. Ziemkiewicz (1994) gives a more general expression
for p1 6= 0. Evidently, in the limit thatε→ 1, i.e., all the upstream kinetic energy
is used to accelerate cosmic-rays, the compression ratior ≡ ρ2/ρ1 → ∞. Thus,
shocks which accelerate cosmic-rays can be comparatively stronger than pure gas
dynamic shocks.

By modifying the analysis of Barnes (1993) (Section 9.2.1) in a straightforward
fashion (Barnes, 1994; Ziemkiewicz, 1994), one can reduce the problem of the
shock-shock interaction to a coupled pair of nonlinear algebraic equations which
can be solved numerically. An example showing the post-interaction termination
shock speedVs = s is shown in Figure 9.26(a) as a function of upstream solar wind
speedv after a collision with a forward interplanetary shock with speed 600 km s−1.
Figure 9.26(b) showss as a function of the incident forward shock velocity s−1 for
a given upstream solar wind speed of 600 km s−1 (Ziemkiewicz, 1994). Curves
1, 2, and 3 correspond toε = 0.1, 0.2, and 0.3 respectively. Asε increases, the
termination shock velocitys is reduced since a larger fraction of the available
solar wind kinetic energy is used to accelerate cosmic-rays. The reduction in ram
pressure leads therefore to a corresponding decrease in the speed with which the
TS moves outward. One can see that the effect of reverse shock colliding with the
TS will be opposite to that just described i.e.,s inward will increase asε increases.
This was demonstrated explicitly by Ziemkiewicz (1994).

9.4.2. Dynamical Structure of a Cosmic-Ray Mediated Shock
While the use of energy sink terms in the gas dynamic Rankine–Hugoniot equa-
tions can model some aspects of a cosmic-ray mediated termination shock colliding
with interplanetary disturbances, one should ideally like to study the interaction
problem within the framework of the two-fluid cosmic-ray model, using either the
cosmic-ray transport equation directly or an integrated form. Donohue and Zank
(1993) use the two-fluid cosmic-ray model of Zank et al. (1993) (see Section 8.2)
with a cosmic-ray pressure equation to study the collision of interplanetary dis-
turbances with a cosmic-ray mediated TS. Zank et al. (1994) also consider the
interaction of a gas dynamical GMIR with a cosmic-ray mediated TS. Figure 9.27
illustrates the initial velocity profile for a two-shock collision. The equilibrium
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Figure 9.26.Speed of the heliospheric TS as a function of (a) the left state velocity with the primary
forward shock velocitys′ = 600 km s−1; (b) the primary forward shock velocity with the left state
velocityu = 600 km s−1. Cases 1, 2, and 3 correspond toε = 0.1, 0.2, and 0.3 (Ziemkiewicz, 1994.)
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Figure 9.27.Initial velocity profile for the collision of a forward travelling shock with the reverse
termination shock. Arrows depict the direction of shock motion relative to the undisturbed solar
wind. (a) A one-fluid gas dynamic simulation, and (b) a two-fluid cosmic ray-mediated TS colliding
with an interplanetary shock (Donohue and Zank, 1993.)

termination shock is on the left. The travelling shock front is to the right. The
direction of motion of each shock relative to the unshocked gas between the two
is indicated by the arrows. The travelling shock has a jump in pressure of 2.5,
compared to the total pressure jump of 50 at the termination shock. The ordinary
gas dynamic jump conditions are used to calculate the density and velocity jumps at
the travelling shock. The termination shock of Figure 9.27(b) is in equilibrium with
the cosmic-ray population, unlike the travelling disturbance which is not mediated.
For comparison, a similar collision of two, ideal gas dynamic shock fronts is shown
in Figure 9.27(a). The gas dynamical calculation employs the same computational
model as used for the cosmic-ray calculation but with the cosmic ray pressure
pc = 0.

Figure 9.28 shows the velocity, density and pressure fields for both shock colli-
sions well after the collision. The purely gas dynamic collision (Figures 9.28(a–c))
shows the forward and reverse shocks separating with a contact discontinuity be-
tween, leaving behind an expanding zone of higher pressure and constant flow
velocity. The cosmic ray-modified shock collision, illustrated in Figures 9.28(d–
g), produces a substantially different structure. As the travelling shock propagates
downstream away from the termination shock, cosmic-rays are trapped and acceler-
ated in the turbulence convecting with the transmitted shock. An enhanced cosmic-
ray pressure therefore trails the travelling shock, as shown in Figure 9.28(g). It
should be noted that the post-collision time interval is sufficiently large that the
travelling shock has reached a steady state, smoothing the overall shock transition.
Since the transmitted shock is much weaker than the TS, the diffusion scale length
κ/Vsh, which defines the precursor scale, is much broader. This, however, reflects
a limitation of the simulation which uses a constant diffusion coefficientκ.

Unlike the contact discontinuity of gas dynamics, the structure of the contact
discontinuity within the cosmic-ray model is quite different. In the example of
Figure 9.28(e), the gas is compressed to the left of the sharp density discontinuity.
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Figure 9.28.The fluid state following the shock front collision depicted in Figure 9.27. The TS is now
to the right of the travelling disturbance as the two separate. (a)–(c) The gas dynamic calculation.
(d)–(g) The cosmic ray-modified result. The contact discontinuities (CD) are labelled in the density
profiles (Donohue and Zank, 1993.)

The additional degree of freedom provided by the cosmic-ray pressure allows the
thermal gas compression to be adiabatic (pg/ρ

γg = const.) and smoothed. Such an
adiabatic compression can occur because the total pressureP = pc + pg remains
constant across the structure. The adiabatic compression reaches a maximum, after
which it experiences a discontinuous jump in density. Unlike the gas dynamic case,
the density decreases across the jump, this to adjust the fluid to the new downstream
state of the termination shock. The new downstream state is determined by the
presence of a cosmic-ray population. The state of a cosmic-ray-mediated shock
of the strength used in Figure 9.28 is either a cosmic-ray dominated shock or
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a pure gas dynamic shock (Section 8.2.2). In the case shown here, the response
of the TS is to approach the latter. The decrease in cosmic-ray pressure at the
contact discontinuity not only permits the adiabatic compression, but is necessary
to connect the two downstream states. The travelling shock, in effect, sweeps up
the cosmic-ray population downstream of the TS. The diffusive flux back to the TS
is insufficient to maintain a non-zero cosmic-ray pressure in the steady state. The
cosmic-ray-modified termination shock then approaches the gas dynamic limit on
a long timescale. Thus, a sudden change in the state of the solar wind may alter
the steady state of the termination shock from a cosmic-ray dominated to a gas
dynamical state. However, this possibility depends strongly on the radial extent of
the disturbance, the size of the heliosheath, and the assumed upstream state.

Of course, the shock collisions described so far are highly idealized, and one
needs to consider shock transitions of limited spatial extent. Donohue and Zank
(1993) considered a variety of shock pulse collisions. Figure 9.29 shows the colli-
sion of a forward Gaussian-shaped shock pulse with the TS. Figure 9.29 shows the
initial state (solid line) and an intermediate time before the collision (dotted line).
The structure resembles that seen in interplanetary data. Figures 9.29(b–e) show the
structure well after the collision. The cosmic ray-mediated shock has now returned
to its pre-interaction steady state. As was discussed above, a cosmic-ray-modified
shock of this magnitude has two stable states. In the example of Figure 9.28, the du-
ration of the disturbance was sufficiently long as to induce the shock to converge to
the gas dynamic state. The pulse of finite spatial extent, however, only temporarily
disturbs the state of the shock. Downstream of the termination shock, a triangular
forward shock is transmitted. The emitted pulse carries an equilibrium cosmic-ray
distribution (the structure has reached a steady state) which was swept up from the
background cosmic-ray population in the heliosheath. The pulse is thus smoothed,
as before.

A contact discontinuity which resembles that of Figure 9.28 is formed by the
interaction of the TS with a shock pulse. Since the TS recovers eventually to a
cosmic-ray-mediated state, the density behind the contact discontinuity recovers,
unlike the infinite duration interaction.

Pulse-like disturbances do not induce a permanent change in state at the termi-
nation shock unless they are quite long in comparison to the precursor scale (Dono-
hue and Zank, 1993). The primary effect is to introduce new structure downstream
of the termination shock.

The role of reverse interplanetary shocks colliding with the TS was considered
too by Donohue and Zank (1993). The longer interaction time of such a collision
leads to some modification in the time scales for the TS to reach an equilibrium
state.

The temporal evolution of the TS following the collision of forward or reverse
shock pulses was explored by Donohue and Zank (1993). The above examples
considered only the intial and final states of the interaction. However, one can
follow the cosmic-ray pressure at the TS as a function of time subsequent to the
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Figure 9.29.The interaction between a forward shock pulse and the cosmic ray-mediated TS. (a)
The initial velocity distribution. The dashed profile is at an intermediate time step just before the
collision. (b)–(e) The final steady state (Donohue and Zank, 1993.)
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Figure 9.30.A plot of the cosmic ray pressure just downstream of the termination shock as a function
of time following the pulse interactions (Donohue and Zank, 1993.)

pulse-TS interaction. The results are shown in Figure 9.30 for both forward and
reverse pulse interactions. Although the numbers are very approximate, it takes
∼ 190–240 days for the termination shock to reform and reach a cosmic-ray-
dominated state following the forward-pulse interaction. Roughly 360–410 days
are required for the reformation following the reverse pulse interaction. A slightly
more meaningful way of measuring the TS recovery times is to use either diffusion
times or the duration time for the pulse to convect through the TS. One finds then
that the above recovery time scales correspond to either∼ 44–55 and∼ 83–95
diffusion times or 7–8 and 15–20 duration times for forward and reverse shock
pulses, respectively. The incident forward and reverse shock pulses took some 12
and 53 days to convect through the cosmic-ray-mediated TS.

Some further implications of a dynamical cosmic-ray-mediated TS were dis-
cussed by Zank and Donohue (1993). These relate to a variable source for the ACR
component and a leaky boundary for galactic cosmic-rays.

The unusual nature of the contact and pressure-balanced structures found in
the simulations of Donohue and Zank (1993) prompted Webb et al. (1995) to
investigate these structures further. Here we discuss the simplest example of a
pressure-balanced structure associated with the 1D two-fluid cosmic-ray equations
(217)–(221). Consider travelling wave solutions in which the fluid velocityu is
constant. Solutions to the two-fluid cosmic-ray equations may then be expressed as

pg = pg(ξ) , ρ = ρ(ξ) , pc = pc(ξ) , ξ = x − ut . (273)

It follows immediately that one has the total momentum balance integral

pc + pg = P0 , (274)

whereP0 denotes the constant total pressure of the cosmic-rays and thermal gas.
The cosmic-ray energy equation (217) and (274) yield a steady-state form of the
heat equation
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Figure 9.31.A schematic illustration of the 2 kHz and transient events observed until 1992 (Zank
et al., 1994.)

d

dξ

(
κ

dpg
dξ

)
= − d

dξ

(
κ

dpc
dξ

)
= 0 , (275)

which governs the variation ofpg andpc throughout the structure.
By way of example, usingκ = κ0 cosh2 (ξ/ξ0) and the boundary conditions

pg → p±g∞ asξ →±∞, Webb et al. (1995) obtain

pg(ξ) = p−g∞ +
p+g∞ − p−g∞

2

[
1+ tanh(ξ/ξ0)

]
,

pc(ξ) = P0− pg(ξ) . (276)

By assuming the functional formpg/ργg = const. throughout the flow, one obtains
the density profile

ρ = ρ+∞
(
pg/p

+
g∞
)1/γg

. (277)

The solutions (276) and (277) show the same qualitative behaviour as seen in
Figures 9.28 and 9.29. The densityρ is an arbitrary function ofξ and need not
in fact be compressed adiabatically.

9.5. RADIO EMISSION AND THE HELIOSPHERIC BOUNDARIES

The detection of low-frequency radio emission in the outer heliosphere beyond
11 AU (Kurth et al., 1984; Gurnett et al., 1993) offered the possibility that the he-
liospheric boundaries may have been detected. Unfortunately, a satisfactory quan-
titative theory has yet to be advanced which relates the radio observations to any of
the heliospheric boundaries, nor can definitive estimates for the distance to these
boundaries be inferred from the data. Here we do no more than describe the obser-
vations briefly and list some of the models that have been developed to explain the
emissions. Almost all models involve the propagation of interplanetary shocks and
their interaction with one or more of the heliospheric boundaries.

As illustrated in Figure 9.31, any model attempting to explain the Voyager radio
observations (Kurth et al., 1984; Cairns et al., 1992; Gurnett et al., 1993) must
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account for (i) the simultaneous existence of two classes of emissions: a relatively
steady 2kHz ‘continuum’ component and ‘transient events’ which can last for as
long as two hundred days; (ii) the rarity of transient events and their highly variable
rate of upward frequency drift (1–3 kHz year−1); (iii) the evident clumping (e.g.,
events A, B and C and events F and G) and filamentation of the transient events;
(iv) the very high plasma frequencies (up to∼ 3.6 kHz) achieved by the transient
events; (v) the apparent disappearance during 1987–1991 of the continuum emis-
sion, and (vi) the width of the steady 2kHz band and the variation of the bounding
frequencies together with the absence of discernable drifts.

Five basic mechanisms have been suggested to explain the observations shown
in Figure 9.31. (1) Czechowski and Grzedzielski (1990a, b) considered the tempo-
ral evolution of electromagnetic radiation trapped in the outer heliosphere by the
heliopause. As solar wind density fluctuations are convected outward, the trapped
radiation may be reflected and scattered. The net transfer in energy from the solar
wind fluctuations to the trapped radiation results in an upward drift of the radiation
frequency at the rate of∼ 1 kHz year−1. Such a model, while theoretically very
attractive, has great difficulty explaining most of the features of Figure 9.31, such
as the non-rising continuum, the highly variable drift rate of the transient events,
and the sporadic nature of the emission. (2) Cairns and Gurnett (1992) and Cairns
et al. (1992) suggested, by analogy with type II solar radio bursts in the corona,
the inner solar wind, and the Earth’s bow shock, that Langmuir waves produced by
an electron beam instability in the TS foreshock might generate electromagnetic
radiation at multiples of the plasma frequencyfp. They suggested that density
variations of order 4–10 above the ambient solar wind density could increase the
source frequency upstream of the termination shock sufficiently to account for
the observed frequencies. Unfortunately, as estimates increase for the distance to
the TS, this model faces increasing difficulties in generating the observed source
frequencies. (3) Fahr et al. (1986) suggested that the heliopause might be unstable,
but the generated plasma wave modes appear to have frequencies that are too low.
An ‘electrostatically turbulent heliopause layer’ was also suggested as a possibility,
but this requires further elucidation. (4) Gurnett et al. (1993) and Steinolfson and
Gurnett (1994) suggested what is presently the most popular interpretation. They
suggested that the rising radio frequencies result from thefp and 2fp emission
by an interplanetary shock propagating up the heliopause ramp and beyond. The
3 kHz cutoff is explained naturally by the high density of the interstellar plasma.
A variation on this model has been proposed by Czechowski and Grzedzielski
(1995). These authors considered more carefully the structural modification to the
heliopause that results when charge exchange is included in the plasma model of
the heliosheath region (Section 5.5). The increased smoothing of the heliopause can
extend the duration of the rising frequency but generally the Gurnett et al. (1993)
model and its variations do not appear to offer an explanation for the duration of
the long-lived transients. Whang et al. (1995) further modified the Gurnett et al.
model by suggesting that an interplanetary shock, as well as being transmitted
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through the heliopause, may also experience some reflection at the heliopause and
propagate back into the heliosheath region towards the TS. The 1.8 kHz emission
is generated downstream of the reflected shock, taking advantage of the increased
plasma density, and the 3 kHz emission is generated in the downstream region of
the transmitted shock. This mechanism does not appear to be consistent with our
current understanding of type II bursts at interplanetary shocks. (5) A final alterna-
tive was introduced by Zank et al. (1994). This model uses a cosmic-ray mediated
TS which experiences numerous collisions by interplanetary disturbances, each
of which generate new shocks propagating into the heliosheath. The continuum
emission was suggested to result from the radio emission produced in the foreshock
region of the many travelling shocks in the heliosheath. The rising frequencies
were suggested to result from the interaction of the heliosheath shocks with large
density enhancements, such as GMIRs, which were transmitted through the TS.
This model too has difficulty explaining the long-lived transients and, as estimates
for the distance to the TS increase, the level of the continuum emission.

None of these models is completely satisfactory. The data itself remains difficult
to interpret, especially in terms of the inferred direction of the source, since density
irregularities scatter the radio waves, affecting the apparent angular size, intensity,
and direction of the radio source, as well as temporal and spectral variability of the
radiation. Some discussion of these issues has been presented by Cairns (1996).

10. Concluding Remarks

The LISM influences the outer heliosphere in a profound and complicated way
and this theme has been pursued here in as self-contained a fashion as possible.
Only those topics for which a direct connection exists or has been made between
the physics of the solar wind and the LISM have been addressed. This has led
unfortunately to the omission of many interesting areas which are related to the
general theme of this review. Much more, for example, can be said about the subject
of cosmic ray modulation and Section 7 scarcely does justice to the subject.

Little has been said about spacecraft observations too. This reflects two factors.
The first is that the review deliberately adopts a theoretical perspective in an effort
to summarize the very extensive body of work that has been developed over the last
2–3 decades and which has yet to be coherently and comprehensively summarized.
Secondly, the absence of observations reflects to some extent the very limited data
sets with which we can work. The Pioneer and Voyager spacecraft have been and
are hardy stalwarts, returning data from the outer heliosphere for many years. This
data has proved invaluable, but, of course, the instrumentation is aged and was
not designed for the extreme plasma conditions that prevail in the very distant
heliosphere. Furthermore, the instruments were not designed to address questions
that are particularly pertinent to the outer heliosphere, questions related to pickup
ions and interstellar neutrals. WithUlysses, we have been given a taste of what
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more recent instruments can measure and the results for pickup ions, interstellar
neutrals, solar wind composition, and the 3D solar wind structure have been very
exciting, leaving us with, regrettably, more questions than answers. Unfortunately,
theUlyssesobservations were made within the heliospheric ionization cavity and
suffer accordingly from this limitation. Other ingenious efforts have been devised
to study pickup ions locally in the vicinity of the Earth. Finally, our knowledge
of the most basic LISM parameters is very limited and this represent one of the
greatest impediments to the further development of the field.

Nonetheless, in spite of the limited data that is available to address questions
about the plasma physics of the outer heliosphere, progress has been made theo-
retically in many areas. It is fair to say, however, that the field awaits considerable
advances on almost all fronts before we can claim a reasonable understanding of
the interaction of the solar wind with the LISM. This makes this area of space
physics especially exciting and attractive.

In concluding, one should not lose sight of the fact that the interaction of the
solar wind with the LISM represents only one, admittedly important, astrophysical
example of the interaction of a stellar wind with a partially ionized interstellar
medium. This is a subject that has been studied somewhat cursorily yet it may
prove fundamental in determining both the asymptotic evolution of stellar winds
in such an environment and the evolution of the interstellar medium itself. The
expansion of a stellar wind from late-type stars into a partially ionized or cloudy in-
terstellar medium has been considered by Wood and Linsky (1998) using Goddard
High Resolution Spectrograph observations of the Lyman-α and Mg II absorption
lines towards nearby stars. These authors use the possible detection of a hydrogen
wall about nearby stars to infer the existence of a stellar wind and its concomitant
properties. The results presented by Wood and Linsky (1998) exemplify the funda-
mental nature of the solar wind interaction with the LISM and demonstrate that it
is truly a subject at the interface of space physics and astrophysics.
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Fahr, H. J., Rucínski, D., and Nass, H. U.: 1987,Ann. Geophys.5A, 255.
Fahr, H. J., Grzedzielski, S., and Ratkiewicz, R.: 1988,Ann. Geophys.6, 337.



678 G. P. ZANK

Fahr, H. J., Fichtner, H., and Grzedzielski, S.: 1992: ‘The Influence of the Anomalous Cosmic-Ray
Component on the Dynamics of the Solar Wind’,Sol. Phys.137, 355.
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